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ABSTRACT OF THE DISSERTATION

Adaptation of Visual Models with Cross-modal Regularization

by

Jose Costa Pereira

Doctor of Philosophy in Electrical Engineering (Intelligent Systems, Robotics,
and Control)

University of California, San Diego, 2015

Professor Nuno Vasconcelos, Chair

Semantic representations of images have been widely adopted in Computer

Vision. A vocabulary of concepts of interest is first identified and classifiers are

learned for the detection of those concepts. Images are classified and mapped to a

space where each feature is a score for the detection of a concept. This represen-

tation brings several advantages. First, the generalization from low-level features

to concept-level enables similarity measures that correlate much better with user

expectations. Second, because semantic features are, by definition, discriminant

for tasks like image categorization, the semantic representation enables a solution

xviii



for such tasks with low-dimensional classifiers. Third, the semantic representa-

tion is naturally aligned with recent interest on contextual modeling. This is of

importance for tasks such as object recognition, where detection of contextually

related objects has been shown to improve detection of certain objects of interest,

or semantic segmentation, where the coherence of segment semantics can be ex-

ploited to achieve more robust segmentations. Lastly, due to their abstract nature,

semantic spaces enable a unified representation for data from different content

modalities, e.g. images, text, or audio. This opens up a new set of possibilities for

multimedia processing, enabling operations such as cross-modal retrieval, or image

de-noising by text regularization. This unified representation for multi-modal data

is the starting point of the proposed framework on adaptation of visual models

with cross-modal regularization.

We start by pointing the problems in computing similarity on heteroge-

neous data, proposing two fundamental hypotheses to deal with those issues. One,

learning a space that maximizes the correlation on the (heterogeneous) data; two,

learning a representation where data lies at a higher level of abstraction. Empiri-

cal evidence is shown in favor of each hypothesis; furthermore the hypotheses are

shown to be complementary. We follow on the (semantic) abstraction hypothesis

for a deeper understanding on the robustness of these representations and to study

the richness of this space, as it highly influences the discriminative power of such

descriptors.

It has been shown that categories unknown to the semantic space, when

represented in it, exhibit a pattern of co-occurring concepts that describe them ac-

curately and sensibly; e.g. the concept of fishing might not belong to the semantic

space and instead be represented by the set water, boat, people and gear. Even

though the amount of labeled data continues to increase with ongoing efforts from

xix



different research communities, it is a challenging task to build a semantic space

that is universal. We show evidence towards robustness of representations in the

semantic space.

Noting that images are frequently published on the web together with

loosely related text, we use the semantic representations described above to in-

troduce the theoretical principles to a feature regularizer for image semantic rep-

resentations based on auxiliary data. This proves very effective on improving

retrieval precision and recall in the task of content-based image retrieval (CBIR).

Its results are compared to recently proposed methods, achieving significant gains

in three benchmark datasets, raising the bar of state-of-the-art performance for

image retrieval.

xx



Chapter 1

Understanding Images

“Use a picture. It’s worth a thousand words”, newspaper editor Arthur Bris-

bane once said in a discussion on journalism and publicity [1]. It’s uncontroversial

to say that a diagram or a picture help conveying complex ideas to an audience.

These pictorial descriptions are used frequently in different scenarios: from science

to daily newspapers, from commercials to books. As an extreme example, one

could argue that movies are nothing but a set of images that tell a story previously

written in a novel or an original screenplay.

Going as far back as the Royal Library of Alexandria (circa 300 B.C.),

civilization has always craved for knowledge organization. Even though there is

little consensus about the crumble of that particular stronghold of the ancient

world, the intuition is that knowledge which is not organized cannot be retrieved

and is, therefore, as good as ignorance. Modern Libraries are no longer housed

in magnificent buildings, and knowledge is certainly no longer stored in papyrus

1
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scrolls. Rather, information is scattered across digital platforms in many different

places, through an intricate mesh of connections that we know as the web. Search

engines are the modern version of librarians, and it is imperative that information

can be properly understood so that it can be archived and accessed efficiently.

Visual contents are particularly troublesome to organize for two main rea-

sons, that we now elaborate. One; they have become increasingly popular in recent

years, either through social media (e.g. Facebook, Instagram), photo sharing sites

(e.g. Flickr, Imgur), or mainstream media channels (e.g. BBC, NYTimes). The

potential sources from where visual information can emerge today is, nothing less

than massive. A few numbers reported by a statistical volume on the handset

industry [2] are impressive. In 2014 alone, a total of 1.8 billion new cameras for

consumers were sold worldwide (excluding security cameras and webcams). The

demand for stand-alone cameras is decreasing (5%) and the vast majority of the

new cameras (95%) are part of a mobile phone. These have therefore inherent

portability and connectivity to the web. Combined with the global existing portfo-

lio, operable cameras today sum up to an estimate of some impressive 5.8 billion,

out of which 4 billion are in use by unique owners. From this global base of in-

stallation, between the stand-alone digital cameras (11%) and cellphone cameras

(89%) it is estimated that, in 2014 for the first time, more than 1 trillion photos

were taken. This brings mankind’s cumulative picture production to a total 5.7

trillion photographs taken since the first camera was invented. Second; automatic

description of visual contents still falls short when compared to human annotation.

Therefore, proper storage and retrieval of multimedia contents still requires a fair

amount of human intervention. Considering the amount of pictures proliferating

on the web as described above, makes this a very concerning issue.

It becomes clear, from the above landscape, the pressing need to understand
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and organize visual information in a way that makes these contents manageable.

1.1 Contribution of the thesis

We know that images have a high degree of variability. A single concept

can have very different visual appearances. In Figure 1.1 two simple concepts,

“sun” and “trees”, are shown in great visual diversity. Understanding the content

of scenes such as those, is a very challenging problem for machines, yet humans

can do it almost instantaneously. In Computer Vision, pattern analysis and clas-

sification try to mimic this behavior. In a somewhat broad sense, we can identify

two major branches of study. On one hand, people have devoted significant efforts

to (increasingly) sophisticated algorithms to address the problem of classification

in scenarios where data exhibits this much variability. It’s the search for general-

ization that is always present whether in discriminative or generative models. On

the other hand, there is a sense that classification algorithms and models are al-

ready “good enough”, and there is just a need to craft better features. Something

that captures the essence of visual contents. This is noticeably the case with the

advent of deep neural networks. By simply using activations of these networks as

features, significant improvements are achieved in the performance of almost any

classification architecture.

Going back to how humans seemingly perform the task of (visual) classi-

fication with great ease, it is important to note that the human visual system is

trained for years, during childhood and adolescence. And a large number of diverse

(training) examples is used to achieve this level of performance. Humans also make

use of more than just visual sensory to learn about concepts. We recognize water

to be refreshing because we’ve tasted it; fire has burned us the first time we tried to
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.

Figure 1.1: The diversity of visual contents makes scene understanding a very
challenging problem. Two simples concepts – “sun” and “trees” (one per line) –
are shown in the pictures above with very diverse appearances.

touch it; and we all know that the thorns on a beautiful rose can be a displeasing ex-

perience. Following this line of reasoning, recognizing an object doesn’t necessarily

come only from seeing it multiple times. In this dissertation I propose a framework

that achieves the incorporation of knowledge from other sources of information (i.e.

senses) into the visual representation of objects or scenes. Evidence is shown in

favor of a certain type of image representations, pointing two important aspects of

it: it is an abstract representation that easily allows for computation of similarity

to other sources of information (e.g. audio or text), and it provides the tools for a

novel approach of regularization of image features for improved retrieval accuracy.

1.1.1 Similarity on Heterogeneous Data

The problem of cross-modal retrieval from multimedia repositories is consid-

ered. This problem addresses the design of retrieval systems that support queries

across content modalities, for example, using an image to search for texts. A math-

ematical formulation is proposed, equating the design of cross-modal retrieval sys-

tems to that of isomorphic feature spaces for different content modalities. Two

hypotheses are then investigated regarding the fundamental attributes of these

spaces. The first is that low-level cross-modal correlations should be accounted for.
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The second is that the space should enable semantic abstraction. Three new solu-

tions to the cross-modal retrieval problem are then derived from these hypotheses:

correlation matching (CM), an unsupervised method which models cross-modal

correlations, semantic matching (SM), a supervised technique that relies on se-

mantic representation, and semantic correlation matching (SCM), which combines

both. An extensive evaluation of retrieval performance is conducted to test the

validity of the hypotheses. All approaches are shown successful for text retrieval

in response to image queries and vice versa. It is concluded that both hypothe-

ses hold, in a complementary form, although evidence in favor of the abstraction

hypothesis is stronger than that for correlation.

1.1.2 Robustness of Semantic Representations

In the query-by-semantic-example image retrieval paradigm, images are

ranked by similarity of semantic descriptors. Much like in the SM cross-modal

retrieval, these descriptors are obtained by classifying each image with respect to

a pre-defined vocabulary of semantic concepts. Context and multi-modality are

introduced as potential sources to further improve semantic descriptors of images.

We thoroughly test variations of semantic representations in the scenario of cross-

modal retrieval. These are shown to be robust to design decisions made in the

semantic space. This leads to the next contribution of this thesis, where the prob-

lem of improving the accuracy of image semantic descriptors through cross-modal

regularization is considered.

1.1.3 Regularization of Image Semantics

A cross-modal regularizer, composed of three steps, is proposed. Training

images and text are first mapped to a common semantic space. A regularization
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operator is then learned for each concept in the semantic vocabulary. This is an

operator which maps the semantic descriptors of images labeled with that concept

to the descriptors of the associated texts. A convex formulation of the learning

problem is introduced, enabling the efficient computation of concept-specific regu-

larization operators. The third step is the selection of the most suitable operator

for the image to regularize. This is implemented through a quantization of the se-

mantic space, where a regularization operator is associated with each quantization

cell. Overall, the proposed regularizer is a non-linear mapping, implemented as

a piecewise linear transformation of the semantic image descriptors to regularize.

This transformation is a form of cross-modal domain adaptation. It is shown to

achieve better performance than recent proposals in the domain adaptation litera-

ture, while requiring much simpler optimization.

1.2 Organization of the thesis

Chapter 2 presents an introduction to multimedia information retrieval. It

is an overview of related work, covering different retrieval paradigms. In Chapter 3

the problem of measuring similarity between different modalities is formulated.

Solutions to this problem are proposed based on two fundamental hypotheses: (i)

a projection onto a common space that maximizes correlation between data from

different sources, and (ii) a mapping to a space of higher abstraction, where data

from different sources can be represented. The mehrits of all solutions are discussed

and a semantic representation is adopted for images. This representation is further

studied in Chapter 4. Finally on Chapter 5 we propose a learning framework,

for regularization of image representations on the semantic space, using auxiliary

sources of information. The algorithms proposed in this chapter heavily rely on
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the cross-modal similarity fundaments introduced on Chapter 3.



Chapter 2

Multimedia Information Retrieval

Classical approaches to information retrieval are uni-modal 1 in nature [96,

102, 66]; i.e. text repositories are searched with text queries, image databases with

image queries, and so forth. This (uni-modal) retrieval paradigm is of limited use in

the modern information landscape, where multimedia content is ubiquitous. Due

to this; multi-modal modeling, representation, and retrieval have been extensively

studied in the multimedia literature [97, 39, 65, 6, 25, 105, 22, 50]. In multi-modal

retrieval systems, queries combining multiple content modalities (e.g. images and

sound of a music video-clip) are used to retrieve database entries with the same

combination of modalities (e.g. other music video-clips). These efforts have be-

come increasingly widespread, due in part to large-scale research and evaluation

efforts, such as TRECVID [101] and ImageCLEF [110], involving datasets that

1In the present context, the word modality is used to refer to a particular source of information
(e.g. text, music, image).

8
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span multiple data modalities. However, much of this work has focused on the

straightforward extension of methods shown successful in the uni-modal scenario.

Typically, the different modalities are fused into a representation that does not

allow individual access to any of them, e.g. some form of dimensionality reduc-

tion of a large feature vector that concatenates measurements from two (or more)

modalities. Classical uni-modal techniques are then applied to the low-dimensional

representation.

In the remainder of this chapter, we will briefly overview the most relevant

related work, covering different retrieval paradigms and systems proposed in a

recent past.

2.1 Unimodal Retrieval

The problems of image or text retrieval, for example, have been the subject

of extensive research in the fields of information retrieval, computer vision, and

multimedia [22, 102, 101, 77, 72]. In all these areas, the emphasis has been on

uni-modal approaches, where query and retrieved documents share a single modal-

ity [96, 95, 116]. For example, in [95] a query text, and in [116] a query image is

used to retrieve similar text documents and images, based on low-level text (e.g.

words) and image (e.g. DCTs) representations, respectively. However, this is not

effective for all problems. The existence of a well known semantic gap, between

machine image representations and those adopted by humans, severely hampers

the performance of uni-modal image retrieval systems [102].
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2.1.1 Annotations

In general, successful retrieval from large-scale image collections requires

that the latter be augmented with text meta-data provided by human annotators.

These manual annotations are typically in the form of a few keywords, a small

caption, or a brief image description [77, 110, 101]. When this meta-data is avail-

able, the retrieval operation tends to be uni-modal, ignoring the images — the text

meta-data of the query image is simply matched to the text meta-data available for

images in the database. Because manual image labeling is labor-intensive, recent

research has addressed the problem of automatic image labeling2.

2.1.2 Labeling

A common assumption is that images can be segmented into regions, which

can be described by a small (word) vocabulary. The focus is then on learning

a probability model that relates image regions and words. This can be done by

learning a joint probability distribution for words and visual features, e.g. using

latent Dirichlet allocation models [5], probabilistic latent semantic analysis [74],

histograming methods [51], or a combination of Bernoulli distributions for text

and kernel-based models for visual features [60, 36]. Alternatively, it is possible

to use categorized images to train a dictionary of concept models, e.g. Gaussian

mixtures [13] or two-dimensional hidden Markov models [127], in a weakly super-

vised manner. The extent of association between images and concepts or words is

measured by the likelihood of each image under these models. All these methods

assume that each image or image region is associated with a single word.

2Although not commonly perceived as being cross-modal, these systems support cross-modal
retrieval, e.g., by returning images in response to explicit text queries.



11

2.1.3 Semantic Space

An alternative representation, where images are modeled as weighted com-

binations of concepts in a pre-defined vocabulary, is proposed in [85]. Statistical

models of the distribution of low-level image features are first learned for each con-

cept. The posterior probability of the features extracted from each image, under

each of the concept models, is then computed. The image is finally represented

by the vector of these posterior concept probabilities. This can be interpreted as

a vector of semantic features, establishing a semantic feature space where each

dimension is associated with a vocabulary concept. Figure 2.1 illustrates how this

Figure 2.1: Semantic space representation of images. An image is decomposed
into a bag-of-features, and represented by the vector of its posterior probabilities
with respect to the concepts in a semantic vocabulary V .

descriptor, denoted semantic multinomial (SMN), maps the image into the seman-

tic space. All standard image analysis/classification tasks can then be conducted

in the latter space, at a higher level of abstraction than that supported by low-level

feature spaces. For example, image retrieval is formulated as retrieval by semantic

similarity, by combining the semantic space with a suitable similarity function [85].

This allows assessments of image similarity in terms of weighted combinations of vo-

cabulary words, and substantially extends the range of concepts that can effectively



12

be retrieved. It also increases the subjective quality of the retrieval results, even

when the retrieval system makes mistakes, since images are retrieved by similarity

of their content semantics rather than plain visual similarity [118].

2.2 Multi-modal Retrieval

In parallel with these developments, advances have been reported in multi-

modal retrieval systems [77, 110, 101, 105, 22, 50, 25]. These are extensions of the

classic uni-modal systems, where a common retrieval system integrates informa-

tion from various modalities. This can be done by fusing features from different

modalities into a single vector [128, 79, 30], or by learning different models for dif-

ferent modalities and fusing their predictions [126, 54]. One popular approach is to

concatenate features from different modalities and rely on unsupervised structure

discovery algorithms, such as latent semantic analysis (LSA), to find multi-modal

statistical regularities. A good overview of these methods is given in [30], which also

discusses the combination of uni-modal and multi-modal retrieval systems. Multi-

modal integration has also been applied to retrieval tasks including audio-visual

content [76, 37]. In general, the inability to access each data modality individually

(after the fusion of modalities) prevents the use of these systems for cross-modal

retrieval.

2.3 Cross-modal Retrieval

To overcome these difficulties, progress has been made towards cross-modal

systems. This includes retrieval methods for corpora of images and text [25, 80],

images and audio [63, 136], text and audio [100], images, text, and audio [132, 136,

141, 140, 133], or even other sources of data like EEG and fMRI [68]. One popular
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approach is to rely on manifold learning techniques [68, 132, 136, 141, 140, 133].

These methods learn a manifold from a matrix of distances between multi-modal

objects. The multi-modal distances are formulated as a function of the distances

between individual modalities, which allows to single out particular modalities or

ignore missing ones. Retrieval then consists of finding the nearest document, on

the manifold, to a multimedia query (which can be composed of any subset of

modalities). The main limitation of these methods is the lack of out-of-sample

generalization. Since there is no computationally efficient way to project the query

into the manifold, queries are restricted to the training set used to learn the latter.

Hence, all unseen queries must be mapped to their nearest neighbors in this training

set, defeating the purpose of manifold learning.

An alternative is to learn correlations between modalities [63, 125]. For

example, [63] compares canonical correlation analysis (CCA) and cross-modal fac-

tor analysis (CFA) in the context of audio-image retrieval. Both CCA and CFA

perform a joint dimensionality reduction that extracts highly correlated features in

the two data modalities. A kernelized version of CCA was also proposed in [125]

to extract translation invariant semantics of text documents written in multiple

languages. It was later used to model correlations between web images and corre-

sponding captions, in [46]. Another approach is re-ranking : uni-modal retrieval is

first performed using the query modality, and a second modality is used to re-rank

the results [49, 73].

2.3.1 Rich Annotation

Despite all these advances, current retrieval systems (of any kind) tend to

rely on a limited textual representation, in the form of keywords, captions, or small

text snippets. We refer to these as forms of lighter annotation. This is at odds with
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the ongoing explosion of multimedia content on the web, where it is now possible

to collect large sets of extensively annotated data. Examples include news archives,

blog posts, or Wikipedia pages, where pictures are related to complete text articles,

not just a few keywords. We refer to these datasets as richly annotated . While

potentially more informative, rich annotation establishes a much more nuanced

connection between images and text than light annotation. While keywords tend

to be explicit image labels, many of the words in a rich text can be unrelated to the

image used to illustrate it. For example, Figure 2.2 shows a section of theWikipedia

article on the “Birmingham campaign”, along with the associated image. Notice

that, although related to the text, the image is clearly not representative of all the

words in the article. The same is true for the web-page show in Figure 2.3. This

Martin Luther King’s presence in Birmingham was not welcomed
by all in the black community. A local black attorney complained
in Time that the new city administration did not have enough time
to confer with the various groups invested in changing the city’s
segregation policies. Black hotel owner A. G. Gaston agreed. A
white Jesuit priest assisting in desegregation negotiations attested
the “demonstrations [were] poorly timed and misdirected”.
Protest organizers knew they would meet with violence from the
Birmingham Police Department and chose a confrontational ap-
proach to get the attention of the federal government. Wyatt Tee
Walker, one of the SCLC founders and the executive director from
1960 to 1964, planned the tactics of the direct action protests, specif-
ically targeting Bull Connor’s tendency to react to demonstrations
with violence: “My theory was that if we mounted a strong nonvio-
lent movement, the opposition would surely do something (...)”

Figure 2.2: A section from the Wikipedia article on the Birmingham campaign
(“History” category).

is a course syllabus that, beyond the pictured brain, includes course information

and other unrelated matters.

A major long-term goal of modeling richly annotated data is to recover

this latent relationship, here exemplified between the text and image components

of two different types of documents, and exploit it in benefit of practical appli-

cations. In the next chapter, we consider a richer interaction paradigm, which is

denoted cross-modal retrieval. The goal is to build content models that enable

interactivity with content across modalities. Such models can then be used to
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Home :: Courses :: Brain and Cognitive Sciences
A Clinical Approach to the Human Brain (9.22J / HST.422J)
Fall 2006
Activity in the highlighted areas in the pre-frontal cortex may affect
the level of dopamine in the mid-brain, in a finding that has implica-
tions for schizophrenia. (Image courtesy of the National Institutes
of Mental Health.)
Course Highlights
This course features summaries of each class in the lecture notes
section, as well as an extensive set of readings.
Course Description
This course is designed to provide an understanding of how the hu-
man brain works in health and disease, and is intended for both the
Brain and Cognitive Sciences major and the non-Brain and Cogni-
tive Sciences major. (...)

Figure 2.3: Part of a Cognitive Science class syllabus from the TVGraz dataset
(“Brain” category).

design cross-modal retrieval systems, where queries from one modality (e.g. video)

can be matched to database entries from another (e.g. audio tracks). This form

of retrieval can be seen as a generalization of current content labeling systems,

where a primary modality is augmented with keywords, which can be subsequently

searched. Examples include keyword-based image [5, 75, 13] and song [112, 111, 29]

retrieval systems. Furthermore, as will be empirically shown, some modalities have

more (Shannon) entropy than others. In this thesis, we propose a regularization

procedure to adapt visual models typically more prone to higher entropy levels.
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Chapter 3

Cross-Modal Similarity

In this chapter, the problem of cross-modal retrieval from multimedia repos-

itories is considered. This problem addresses the design of retrieval systems that

support queries across content modalities, e.g., using an image to search for texts.

A mathematical formulation is proposed, equating the design of cross-modal re-

trieval systems to that of isomorphic feature spaces for different content modali-

ties. Two hypotheses are then investigated, regarding the fundamental attributes

of these spaces. The first is that low-level cross-modal correlations should be ac-

counted for. The second is that the space should enable semantic abstraction.

Three new solutions to the cross-modal retrieval problem are then derived from

these hypotheses: correlation matching (CM), an unsupervised method which mod-

els cross-modal correlations, semantic matching (SM), a supervised technique that

relies on semantic representation, and semantic correlation matching (SCM), which

combines both. An extensive evaluation of cross-modal retrieval performance is con-

16
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ducted to test the validity of the hypotheses. All approaches are shown successful

for text retrieval in response to image queries and vice-versa. It is concluded that

both hypotheses hold, in a complementary form, although the evidence in favor of

the abstraction hypothesis is stronger than that for correlation.

3.1 Introduction

A defining property of cross-modal retrieval is the requirement that repre-

sentations generalize across content modalities. This implies the ability to establish

cross-modal links between the attributes (of different modalities) characteristic of

each document, or document class. Detecting these links requires deeper content

understanding than what is obtained by classical matching of uni-modal attributes.

For example, while an image retrieval system can retrieve images of roses by match-

ing red blobs, and a text retrieval system can retrieve texts about roses by match-

ing the “rose”word, a cross-modal retrieval system must understand that the word

“rose”matches the visual attribute “red blob”. This is much closer to what humans

do than simple color or word matching. Hence, cross-modal retrieval is a better

context than uni-modal retrieval for the study of the fundamental hypotheses on

multimedia modeling.

We exploit representations that generalize across content modalities to study

two hypotheses on the joint modeling of images and text. The first, denoted the

correlation hypothesis , is that explicit modeling of low-level correlations between

the different modalities is important for the success of the joint models. The

second, denoted the abstraction hypothesis , is that model benefits from semantic

abstraction, i.e., the representation of images and text in terms of semantic (rather

than low-level) descriptors. These hypotheses are partly motivated by previous ev-
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idence that correlation, e.g., correlation analysis on fMRI [46], and abstraction,

e.g., hierarchical topic models for text clustering [11] or hierarchical semantic rep-

resentations for image retrieval [85], improve performance on uni-modal retrieval

tasks. Three joint image-text models that exploit low-level correlation, denoted

correlation matching , semantic abstraction, denoted semantic matching , and both,

denoted semantic correlation matching , are introduced.

The correlation and abstraction hypotheses are then tested by measuring

the retrieval performance of these models on two reciprocal cross-modal retrieval

tasks: 1) the retrieval of text documents in response to a query image, and 2) the

retrieval of images in response to a query text. These are basic cross-modal retrieval

problems, central to many applications of practical interest, such as finding pictures

that effectively illustrate a given text (e.g. illustrate a page of a story book), finding

the texts that best match a given picture (e.g. a set of vacation accounts about

a given landmark), or searching using a combination of text and images. Model

performance on these tasks is evaluated with two datasets: TVGraz [53] and a

novel dataset based on Wikipedia’s featured articles. These experiments show that

correlation modeling and abstraction yield independent benefits. In particular, the

best results are obtained by a model that accounts for both low-level correlations

— by performing a kernel canonical correlation analysis (KCCA) [98, 124] — and

semantic abstraction — by projecting images and texts into a common semantic

space [85]. This suggests that the hypotheses of abstraction and correlation are

complementary, each improving the modeling in a different manner.
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3.2 Fundamental Hypotheses

In this section, we present a novel multi-modal content modeling framework,

which is flexible and applicable to rich content modalities. Although the fundamen-

tal ideas are applicable to any combination of modalities we restrict the discussion

to documents containing images and text.

3.2.1 The problem

We consider the problem of information retrieval from a database D =

{D1, . . . ,D|D|} of documents comprising image and text components. Such docu-

ments can be quite diverse: from a single text complemented by one or more images

(e.g. a newspaper article) to documents containing multiple pictures and text sec-

tions (e.g. a Wikipedia page). For simplicity, we consider the case where each

document consists of a single image and its accompanying text, i.e., Di = (Ii,Ti).

Images and text are represented as vectors in feature spaces ℜI and ℜT , respec-

tively, as illustrated in Figure 3.1. In this way, documents establish a one-to-one

mapping between points in ℜI and ℜT . Given a text (image) query Tq ∈ ℜT

(Iq ∈ ℜI), the goal of cross-modal retrieval is to return the closest match in the

image (text) space ℜI (ℜT ).

Whenever the image and text spaces have a natural correspondence, cross-

modal retrieval reduces to a classical retrieval problem. Let

M : ℜT →ℜI

be an invertible mapping between the two spaces. Given a query Tq in ℜT , it

suffices to find the nearest neighbor to M (Tq) in ℜI . Similarly, given a query Iq
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Text Space

Like most of the UK, the Manchester area

mobilised extensively during World War II. For

example, casting and machining expertise at

Beyer, Peacock and Company's locomotive

works in Gorton was switched to bomb making;

Dunlop's rubber works in Chorlton-on-Medlock

made barrage balloons;

Image Space

Multimodal Documents

Martin Luther King's presence in Birmingham

was not welcomed by all in the black

community. A black attorney was quoted in

''Time'' magazine as saying, "The new

administration should have been given a chance

to confer with the various groups interested in

change.Y

In 1920, at the age of 20, Coward starred in his

own play, the light comedy ''I'll Leave It to You''.

After a tryout in Manchester, it opened in

London at the New Theatre (renamed the Noël

Coward Theatre in 2006), his first full-length play

in the West End.Thaxter, John. British Theatre

Guide, 2009 Neville Cardus's praise in ''The

ManchesterGuardian''

R 
I

R 
T

Figure 3.1: A document (Di) is a pair of an image (Ii) and a text (Ti) repre-
sented as vectors in feature spaces ℜI and ℜT , respectively. Documents establish
a one-to-one mapping between points in ℜI and ℜT .

in ℜI , it suffices to find the nearest neighbor to M −1(Iq) in ℜT . In this case,

the design of a cross-modal retrieval system reduces to the design of an effective

similarity function for determining the nearest neighbors.

In general, however, different representations are adopted for images and

text, and there is no natural correspondence between ℜI and ℜT . In this case,

the mapping M has to be learned from examples. In this work, we map the

two representations into intermediate spaces, V I and V T , that have a natural

correspondence. This consists of learning two mappings

MI : ℜI → V I MT : ℜT → V T

from each of the image and text spaces to two isomorphic spaces V I and V T ,

connected by an invertible mapping

M : V T →V I.
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Given a text query Tq in ℜT , cross-modal retrieval reduces to finding the image Ir

such that MI(Ir) is the nearest neighbor of

M ◦MT (Tq)

in V I . Similarly, given an image query Iq in ℜI , the goal is to find text Tr such

that MT (Tr) is the nearest neighbor of

M −1 ◦MI(Iq)

in V T . Under this formulation, the main problem in the design of a cross-modal

retrieval system is the design of the intermediate spaces V I and V T (and the

corresponding mappings MI and MT ).

3.2.2 The fundamental hypotheses

Since the goal is to design representations that generalize across content

modalities, the solution of this problem requires some ability to derive a more

abstract representation than the sum of the parts (low-level features) extracted

from each content modality. Given that such abstraction is the hallmark of true

image or text understanding, this problem enables the exploration of some central

questions in multimedia modeling. Consider, for example, a query for a “swan”.

While 1) a uni-modal image retrieval system can successfully retrieve images of

“swans” in that they are the only white objects in a database, 2) a text retrieval

system can successfully retrieve documents about “swans” because they are the

only documents containing the word “swan”, and 3) a multi-modal retrieval system

can simply match “white” to “white” and “swan” to “swan”, a cross-modal retrieval
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system cannot solve the task without understanding that“white is a visual attribute

of swan”. Hence, cross-modal retrieval is a more effective paradigm for testing

fundamental hypotheses in multimedia representation than uni-modal or multi-

modal retrieval.

We exploit the cross-modal retrieval problem to test two such hypotheses

regarding the joint modeling of images and text.

• H1 (correlation hypothesis): low-level cross-modal correlations are impor-

tant for joint image-text modeling.

• H2 (abstraction hypothesis): semantic abstraction is important for joint

image-text modeling.

The hypotheses are tested by comparing three possibilities for the design of the

intermediate spaces V I and V T of cross-modal retrieval. In the first case, two

feature transformations map ℜI and ℜT onto correlated d-dimensional subspaces

denoted as UI and UT , respectively, which act as V I and V T . This maintains the

level of semantic abstraction of the representation while maximizing the correla-

tion between the two spaces. We refer to this matching technique as correlation

matching (CM). In the second case, a pair of transformations are used to map

the image and text spaces into a pair of semantic spaces S I and S T , which then

act as V I and V T . This increases the semantic abstraction of the representation

without directly seeking correlation maximization. The spaces S I and S T are made

isomorphic by using the same set of semantic concepts for both modalities. We

refer to this as semantic matching (SM). Finally, a third approach combines the

previous two techniques: project onto maximally correlated subspaces UI and UT ,

and then project again onto a pair of semantic spaces S I and S T , which act as V I

and V T . We refer to this as semantic correlation matching (SCM).



23

Table 3.1: Taxonomy of proposed approaches to cross-modal retrieval.

correlation hypothesis abstraction hypothesis

CM
√

SM
√

SCM
√ √

Table 3.1 summarizes which hypotheses hold for each of the three ap-

proaches. The comparative evaluation of the performance of these approaches

on cross-modal retrieval experiments provides indirect evidence for the importance

of the above hypotheses to the joint modeling of images and text. The intuition is

that a better cross-modal retrieval performance results from a more effective joint

modeling.

3.3 Cross-modal Retrieval

In this section, we present the three approaches in detail.

3.3.1 Correlation matching (CM)

The design of a mapping from ℜT and ℜI to the correlated spaces UT and

UI requires a combination of dimensionality reduction and some measure of corre-

lation between the text and image modalities. In both text and vision literatures,

dimensionality reduction is frequently accomplished with methods such as latent

semantic indexing (LSI) [24] and principal component analysis (PCA) [52]. These

are members of a broader class of learning algorithms, denoted subspace learn-

ing, which are computationally efficient, and produce linear transformations that

are easy to conceptualize, implement, and deploy. Furthermore, because subspace

learning is usually based on second order statistics, such as correlation, it can be
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easily extended to the multi-modal setting and kernelized. This has motivated a

number of multi-modal subspace methods. In this work, we consider cross-modal

factor analysis (CFA), canonical correlation analysis (CCA), and kernel canonical

correlation analysis (KCCA). All these methods include a training stage, where

the subspaces UI and UT are learned, followed by a projection stage, where im-

ages and text are projected into these spaces. Figure 3.2 illustrates this process.

Cross-modal retrieval is performed in the low-dimensional subspaces, UI and UT .

Figure 3.2: Correlation matching. Text (ℜT ) and images (ℜI) are projected
onto two maximally correlated isomorphic subspaces UT and UI, respectively.

Linear subspace learning

CFA seeks transformations that best represent coupled patterns between

different subsets of features (e.g. different modalities) describing the same ob-

jects [63]. It finds the orthonormal transformations ΩI and ΩT that project the

two modalities onto a shared space, UI = UT = U, where the projections have

minimum distance
∥
∥XIΩI−XT ΩT

∥
∥2

F
. (3.1)

XI and XT are matrices containing corresponding features from the image and text

domains, and || · ||2F is the Frobenius norm. It can be shown that this is equivalent
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to maximizing

trace(XIΩIΩ
′
T X ′T ), (3.2)

and the optimal matrices ΩI,ΩT can be obtained by a singular value decomposition

of the matrix X ′I XT , i.e.,

X ′I XT = ΩIΛΩT , (3.3)

where Λ is the matrix of singular values of X ′IXT [63].

CCA [48] learns the d-dimensional subspaces UI ⊂ℜI (image) and UT ⊂ℜT

(text) where the correlation between the two data modalities is maximal. It is

similar to principal components analysis (PCA), in the sense that it learns a basis

of canonical components, directions wi ∈ℜI and wt ∈ℜT , but seeks directions along

which the data is maximally correlated

max
wi 6=0,wt 6=0

w′iΣIT wt
√

w′iΣIwi

√

w′tΣT wt

(3.4)

where ΣI and ΣT are the empirical covariance matrices for images {I1, . . . , I|D|}

and text {T1, . . . ,T|D|} respectively, and ΣIT = Σ′T I the cross-covariance between

them. Repeatedly solving (3.4) for directions that are orthogonal to all previ-

ously obtained solutions, provides a series of canonical components. It can be

shown that the canonical components in the image space can be found as the

eigenvectors of Σ
−1/2
I ΣIT Σ−1

T ΣT IΣ
−1/2
I , and in the text space as the eigenvectors of

Σ
−1/2
T ΣT IΣ

−1
I ΣIT Σ

−1/2
T . The first d eigenvectors {wi,k}d

k=1 and {wt,k}d
k=1 define a

basis of the subspaces UI and UT .



26

Non-linear subspace learning

CCA and CFA can only model linear dependencies between image and text

features. This limitation can be avoided by mapping these features into high-

dimensional spaces, with a pair of non-linear transformations φT : ℜT → F T and

φI : ℜI → F I. Application of CFA or CCA in these spaces can then recover

complex patterns of dependency in the original feature space. As is common

in machine learning, the transformations φT (·) and φI(·) are computed only im-

plicitly, by the introduction of two kernel functions KT (·, ·) and KI(·, ·), speci-

fying the inner products in F T and F I , i.e., KT (Tm, Tn) = 〈φT (Tm),φT (Tn)〉 and

KI(Im, In) = 〈φI(Im),φI(In)〉, respectively.

KCCA [98, 124] implements this type of extension for CCA, seeking direc-

tions wi ∈F I and wt ∈F T , along which the two modalities are maximally correlated

in the transformed spaces. The canonical components can be found by solving

max
αi 6=0,αt 6=0

α′iKIKT αt

V (αi,KI)V (αt,KT )
, (3.5)

where V (α,K) =
√

(1−κ)α′K2α+κα′Kα, κ ∈ [0,1] is a regularization parameter,

and KI and KT are the kernel matrices of the image and text representations, e.g.,

(KI)mn = KI(Im, In). Given optimal αi and αt for (3.5), wi and wt are obtained as

linear combinations of the training examples {φI(Ik)}|D |k=1, and {φT (Tk)}|D |k=1, with αi

and αt as weight vectors, i.e., wi = ΦI(XI)
T αi and wt = ΦT (XT )

T αt , where ΦI(XI)

(ΦT (XT )) is the matrix whose rows contain the high-dimensional representation

of the image (text) features. To optimize (3.5), we solve a generalized eigenvalue

problem using the software package of [124]. The first d generalized eigenvectors,

where 1 ≤ d ≤ |D|, are the d weight vectors {αi,k}d
k=1 and {αt,k}d

k=1 that define

the bases {wi,k}d
k=1 and {wt,k}d

k=1 of the two maximally correlated d-dimensional
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subspaces UI ⊂ F I and UT ⊂ F T .

Image and text projections

Images and text are represented by their projections pI and pT onto the

subspaces UI and UT , respectively. pI (pT ) is obtained by computing the dot-

products between the vector representing the image (text) I ∈ ℜI (T ∈ ℜT ) and

the image (text) basis vectors spanning UI (UT ). For CFA, the basis vectors are

the columns of ΩI and ΩT , respectively. For CCA, they are {wi,k}d
k=1 and {wt,k}d

k=1.

In the case of KCCA, an image I ∈ ℜI is first mapped into F I and subsequently

projected onto {wi,k}d
k=1, i.e., pI = PI(φI(I)) with

pI,k = 〈φI(I),wi,k〉

= 〈φI(I),
[
φI(I1), . . . , φI(I|D |)

]
αi,k〉

=
[
KI (I, I1) , . . . , KI

(
I, I|D |

)]
αi,k,

(3.6)

where k = 1, . . . , d. Analogously, a text T ∈ ℜT is mapped into F T and then

projected onto {wt,k}d
k=1, i.e., pT = PT (φT (T )), using KT (. , .).

Correlation-based retrieval

For all methods, a natural invertible mapping between the projections onto

UI and UT follows from the correspondence between the d-dimensional bases of

the subspaces, as wi,1↔ wt,1, ..., wi,d ↔ wt,d. This results in a compact, efficient

representation of both modalities, where vectors pI and pT are coordinates in two

isomorphic d-dimensional subspaces, as shown in Figure 3.2. Given an image query

I with projection pI , the text T ∈ℜT that most closely matches it is that for which

pT minimizes

D(I,T ) = d(pI, pT ), (3.7)
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for some suitable distance measure d(·, ·) in a d-dimensional vector space. Similarly,

given a query text T with projection pT , the closest image match I ∈ℜI is that for

which pI minimizes d(pI, pT ). An illustration of cross-modal retrieval using CM is

given in Figure 3.3.

Figure 3.3: Example of cross-modal retrieval using CM. Here, CM is used to
find the images that best match a query text.

3.3.2 Semantic matching (SM)

An alternative to subspace learning is to map images and text to repre-

sentations at a higher level of abstraction, where a natural correspondence can

be established. This is obtained by augmenting the database D with a vocabu-

lary V = {v1, . . . ,vK} of semantic concepts. These can be generic or application

dependent, ranging from generic document attributes, such as “Long” or “Short”,

to specific topics such as “History” or “Biology”, or any other categories that are

deemed relevant. Individual documents are grouped into these semantic concepts.

Two mappings LT and LI are then implemented using classifiers of text and im-

ages, respectively. LT maps a text T ∈ℜT into a vector πT of posterior probabilities

PV |T (v j|T ), j ∈ {1, . . . ,K} with respect to each of the concepts in V . The space S T
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of these vectors is referred to as the semantic space for text , and the probabilities

in πT as the semantic text features . Similarly, LI maps an image I into a vector πI

of semantic image features in a semantic space for images S I .

Semantic representations have two advantages for cross-modal retrieval.

First, they provide a higher level of abstraction. While features in ℜT and ℜI

frequently have no obvious interpretation (e.g., image features tend to be edges,

edge orientations or frequency bases), the features in S T and S I are (semantic)

concept probabilities (e.g., the probability that the image belongs to the “History”

or “Biology” document classes). Previous work has shown that increased feature

abstraction can lead to substantially better generalization for tasks such as image

retrieval [85]. Second, the semantic spaces S T and S I are isomorphic, since both

images and text are represented as vectors of posterior probabilities with respect

to the same set of semantic concepts. Hence, the spaces can be treated as being

the same, i.e., S T = S I , leading to the representation of Figure 3.4.

Figure 3.4: Semantic matching (SM). Text and images are mapped into a
common semantic space, using the posterior class probabilities produced by a
multi-class text or image classifier.
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Learn the mappings

Many classification techniques can be used to learn the mappings LT and

LI . In this work, we consider three popular methods. Logistic regression computes

the posterior probability of a particular class by fitting image (text) features to a

logistic function. Parameters are chosen to minimize the loss function,

min
w

1

2
w′w+C∑

i

log(1+ exp(−yiw
′xi)) (3.8)

where yi is the class label, xi the feature vector in the input space, and w a vector

of parameters. A multi-class logistic regression can be learned for the image and

text modalities, by making xi the image and text representation, I ∈ℜI and T ∈

ℜT , respectively. In our implementation this is done with the Liblinear software

package [32].

Support vector machines (SVMs) learn the separating hyperplane of largest

margin between two classes, using

min
w,b,ξ

1

2
w′w+C∑

i

ξi (3.9)

s.t. yi(w
′xi +b)≥ 1−ξi, ∀i

ξi ≥ 0

where w and b are the hyperplane parameters, yi the class label, xi input feature

vectors, ξi slack variables that allow outliers, and C > 0 a penalty on the number of

outliers. Although the SVM output does not have a probabilistic interpretation, a

sigmoidal transformation of the SVM scores yiw
′xi is often taken as a proxy for the

posterior class probabilities. This is, for example, supported by the LibSVM [15]
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package, which we use in our implementation.

Boosting methods combine weak learners into a strong decision rule. Many

boosting algorithms have been proposed in the literature; we adopt the multi-class

boosting method of [92]. This is based on multi-dimensional codewords (yk) and

predictors ( f ). Each class k is mapped to a distinct class label yk, and the strong

classifier, F(x), is a mapping from examples xi ∈ X into class labels yk

F(x) = argmax
k

yk f ∗(x) (3.10)

where f ∗(x) : X → R is the continuous valued predictor that maximizes the classi-

fication margin. Posterior class probabilities can then be recovered by applying a

non-linear transformation to the classifier output. In our implementation this is

done with recourse to the multi-class boosting software package of [92].

Abstraction-based retrieval

Given a query image I (text T ), represented by πI ∈ S I (πT ∈ S T ), SM-based

cross-modal retrieval returns the text T (image I), represented by πT ∈ S T (πI ∈ S I),

that minimizes

D(I,T ) = d(πI,πT ), (3.11)

for some suitable distance measure d between probability distributions. An illus-

tration of cross-modal retrieval using SM is given in Figure 3.5.

3.3.3 Semantic Correlation Matching (SCM)

CM and SM are not mutually exclusive. In fact, a corollary to the two hy-

potheses discussed above is that there may be a benefit in combining CM and SM.
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Concept V 

Semantic 

Concept 1 

On July 13, 1787, the Second Continental 

Congress passed the Northwest Ordinance, 

creating the Northwest Territory which included 

Michigan. In 1805 the U.S. Congress created the 

Michigan Territory. Michigan began applying for 

statehood as early as 1832, though it was 

rebuffed due  

Upon succeeding his father, Suleiman began a 

series of military conquests, eventually 

suppressing a revolt led by the Ottoman-

appointed governor of Damascus in 1521. 

Suleiman soon made preparations for the 

conquest of Belgrade from the Kingdom of 

Hungaryâsomething his great-grand 

In 1920, at the age of 20, Coward starred in his 

own play, the light comedy ''I'll Leave It to You''. 

After a tryout in Manchester, it opened in 

London at the New Theatre (renamed the Noël 

Coward Theatre in 2006), his first full-length play 

in the West End.Thaxter, John. British Theatre 

Guide, 2009 Neville Cardus's praise in ''The 

Martin Luther King's presence in Birmingham 

was not welcomed by all in the black 

community. A black attorney was quoted in 

''Time'' magazine as saying, "The new 

administration should have been given a chance 

to confer with the various groups interested in 

change.  

Like most of the UK, the Manchester area 

mobilised extensively during World War II. For 

example, casting and machining expertise at 

Beyer, Peacock and Company's locomotive 

works in Gorton was switched to bomb making; 

Dunlop's rubber works in Chorlton-on-Medlock 

made barrage balloons; 

Closest Text to the  

Query Image IMAGE QUERY 

Figure 3.5: An example of cross-modal retrieval using SM. Here SM is used to
find the texts that best match a query image.

CM extracts maximally correlated features from ℜT and ℜI . SM builds semantic

spaces using original features to gain semantic abstraction. When the two are

combined, by building semantic spaces using the feature representation produced

by correlation maximization, it may be possible to improve on the individual per-

formances of both CM and SM. To combine the two approaches, the maximally

correlated subspaces UI and UT are first learned and the projections (pI, pT ) of

each image-text pair (I,T ) are computed as discussed in Section 3.3.1. The trans-

formations LI and LT are then learned in each of these subspaces to produce the

semantic spaces S I and S T , respectively. Retrieval is finally based on the image-

text distance D(I,T) of (3.11), based on the semantic mappings πI = LI(pI) and

πT = LT (pT ).
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3.4 Experiments

In this section, we describe an extensive experimental evaluation of the

proposed cross-modal retrieval framework. First, through validation, we go over a

number of experiments to determine model parameters and performance metrics.

Secondly, we test each of the two fundamental hypotheses individually, CM and

SM, and their combination. There are two different tasks to consider: 1) search in

a repository of text articles using an image, we refer to this as an image query task;

and 2) the converse, i.e. using a full text article to query a repository of images,

we refer to this as a text query task.

In what follows the essential details for the experiments are given, but the

experimental set-up is discussed in greater detail in Appendix A.

3.4.1 Experimental set-up

We start with a brief review of the adopted datasets, performance metrics,

and image and text representations.

Datasets

Two datasets are used in all cross-modal retrieval experiments: “TVGraz”[53],

which contains 2,058 image/text pairs of 10 semantic categories, and “Wikipe-

dia” [84] with 2,866 pairs from 10 categories. Table 3.2 enumerates the set of

classes for each dataset. They have different characteristics that are important to

point out. TVGraz images are archetypal members of the categories. The dataset

is eminently visual, since its categories (e.g., “Harp”,“Dolphin”) are specific objects

or animals. The texts are small and can be less representative of the categories.

In Wikipedia, on the other hand, category membership is mostly driven by text.
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Table 3.2: Dataset semantic classes for the two cross-modal retrieval tasks
considered. This is used as the vocabulary, V , whenever a semantic space is
involved.

TVGraz Wikipedia

1. Brain Art & architecture

2. Butterfly Biology

3. Cactus Geography & places

4. Deer History

5. Dice Literature & theatre

6. Dolphin Media

7. Elephant Music

8. Frog Royalty & nobility

9. Harp Sport & recreation

10. Pram Warfare

Texts are mostly of good quality and representative of the category, while the

image categorization is more ambiguous. For example, a portrait of a historical

figure can appear in the class “War”. The Wikipedia categories (e.g., “History”,

“Biology”) are more abstract concepts, and have much broader scope. Individually,

the images can be difficult to classify, even for a human. Together, the two datasets

illustrate the potential diversity of cross-modal retrieval: applications where there

is more uniformity of text than images, and its converse.

Performance metrics

In both tasks considered – text retrieval from an image query, and image

retrieval from a text query – text is always based on a full text documents, rather

than just a handful of labels. Retrieval performance is evaluated using standard

information retrieval metrics, from which mean average precision (MAP) is the

most common. We also make use of the 11-point interpolated Precision-Recall
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(PR) curves [70] to better assess retrieval performance at different levels of recall.

All results are compared to a baseline established by a recently published cross-

modal retrieval approach, the Text-To-Image (TTI) translator of [80]. This is

implemented with code provided by the authors.

Image and text representation

For both modalities, the base representation is a bag-of-words (BOW). Text

BOW is then fitted by a latent Dirichlet allocation (LDA) [11] model. For images,

SIFT descriptors are first extracted to learn a visual-word codebook, through K-

means clustering. And finally SIFT descriptors extracted from each image are

vector quantized, to produce a vector representation of visual word counts.

For the learning of text and image models, a training set is randomly sam-

pled from the datasets. Table 3.3 shows the train/test split for these experiments.

Table 3.3: Data split among training and test sets.

Dataset train set test set

TVGraz 1558 500

Wikipedia 2173 693

3.4.2 Validation experiments

Various preliminary experiments were conducted to identify the best models

and parameter configurations for the cross-modal retrieval architecture. These are

based on a random split (80/20) of the training sets (from Table 3.3). Yielding

1,245 training and 313 validation examples on TVGraz; and 1,738 training and

435 validation on Wikipedia. The validation sets were used to determine the best

parameter configurations. In the case where the abstraction hypothesis is involved
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(SM and SCM), the semantic vocabulary V consists of the ground-truth semantics,

therefore the semantic spaces from both modalities, S I and S T , are one and the

same.

Distance Measures

A number of distance measures, listed in Tables 3.4 and 3.5, were considered

for the evaluation of (3.7) and (3.11): Kullback-Leibler divergence (KL), ℓ1 and ℓ2

norms, normalized correlation (NC), and centered normalized correlation (NCc).

Table 3.4: MAP scores for TVGraz data (validation set) of different distance
measures. µp and µq are the sample averages for p and q, respectively.

measure d(p,q) image queries text queries average

CM

ℓ1 ∑i |pi−qi| 0.376 0.418 0.397

ℓ2 ∑i(pi−qi)
2 0.391 0.444 0.417

NC
pT q
||p|| ||q|| 0.498 0.476 0.487

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.486 0.462 0.474

SM

KL ∑i pi log pi

qi
0.362 0.564 0.463

ℓ1 ∑i |pi−qi| 0.525 0.573 0.549

ℓ2 ∑i(pi−qi)
2 0.492 0.570 0.531

NC
pT q

||p|| ||q|| 0.582 0.581 0.582

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.598 0.578 0.588

SCM

KL ∑i pi log pi

qi
0.560 0.623 0.592

ℓ1 ∑i |pi−qi| 0.623 0.633 0.628

ℓ2 ∑i(pi−qi)
2 0.605 0.615 0.610

NC
pT q

||p|| ||q|| 0.665 0.632 0.649

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.669 0.633 0.651

Tables 3.4 and 3.5 present MAP scores achieved with each measure, for both image

and text query tasks individually and their average representing the overall perfor-
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mance of the system (across the two tasks). KL was not considered in correlation

matching because this technique does not produce a probability simplex.

Since NCc had the best average performance in nearly all experiments, it

was adopted as distance measure.

Table 3.5: MAP scores for Wikipedia data (validation set) of different distance
measures. µp and µq are the sample averages for p and q, respectively.

measure d(p,q) image queries text queries average

CM

ℓ1 ∑i |pi−qi| 0.193 0.234 0.214

ℓ2 ∑i(pi−qi)
2 0.199 0.243 0.221

NC
pT q
||p|| ||q|| 0.288 0.239 0.263

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.287 0.239 0.263

SM

KL ∑i pi log
pi

qi
0.206 0.274 0.240

ℓ1 ∑i |pi−qi| 0.220 0.274 0.247

ℓ2 ∑i(pi−qi)
2 0.205 0.276 0.241

NC
pT q
||p|| ||q|| 0.301 0.276 0.289

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.352 0.272 0.312

SCM

KL ∑i pi log
pi

qi
0.311 0.270 0.291

ℓ1 ∑i |pi−qi| 0.334 0.273 0.304

ℓ2 ∑i(pi−qi)
2 0.315 0.267 0.291

NC
pT q
||p|| ||q|| 0.371 0.279 0.325

NCc
(p−µp)

T (q−µq)
||p−µp|| ||q−µq || 0.382 0.281 0.332

Correlation matching

A set of experiments was performed to compare the performance of CFA,

CCA, and KCCA. In all cases, the number of canonical components was validated

in each retrieval experiment. As shown in Table 3.6, KCCA had the top perfor-
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mance. Best results were achieved with a chi-square radial basis function kernel1

for images, a histogram intersection kernel2 for text [108, 12], and regularization

constants κ = 10% on TVGraz and κ = 50% on Wikipedia.

Furthermore, to verify the importance of modeling correlations, we consid-

ered two alternative representations. The first implemented dimensionality reduc-

tion but no correlation modeling. The two modalities were independently projected

into subspaces of the same dimension, learned with PCA. The second investigated

the benefits of complementing correlation with discriminant modeling, by introduc-

ing a linear discriminant analysis on the correlated subspaces discovered by KCCA.

It is denoted linear discriminant kernel canonical correlation analysis (LD-KCCA).

Table 3.6: MAP scores (validation set) under the CM hypothesis.

image queries text queries average

TVGraz

LD-KCCA 0.428 0.471 0.450

KCCA 0.486 0.462 0.474

CCA 0.284 0.254 0.269

CFA 0.195 0.179 0.187

PCA 0.162 0.144 0.153

Wikipedia

LD-KCCA 0.242 0.241 0.242

KCCA 0.287 0.239 0.263

CCA 0.210 0.174 0.192

CFA 0.195 0.156 0.176

PCA 0.208 0.132 0.170

1K (x, y) = exp

(
d

χ2 (x,y)

γ

)

where dχ2(x, y) is the chi-square distance between x and y and γ is

the average chi-square distance among training points.
2K (x, y) = ∑n

i=1 min(xi,yi).
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As shown in Table 3.6, neither alternative improved on the average MAP

scores of KCCA. This shows that there are benefits to correlation matching beyond

dimensionality reduction and that further gains are not trivial to achieve, support-

ing the hypothesis that correlation modeling is important for cross-model retrieval.

Given its good performance, KCCA was used in all remaining experiments involv-

ing CM.

Semantic matching

Another set of experiments was performed to evaluate the impact of the

classification architecture used to design the semantic space on retrieval accuracy.

Three architectures were compared: logistic regression, boosting, and SVMs. As

shown in Table 3.7, the semantic space obtained with logistic regression performed

best for both cross-modal retrieval tasks. It was thus chosen to implement SM in

all remaining experiments.

Table 3.7: MAP scores (validation set) under the SM hypothesis.

image queries text queries average

TVGraz

Log. Regression 0.598 0.578 0.588

SVM 0.556 0.548 0.552

Boosting 0.567 0.476 0.522

Wikipedia

Log. Regression 0.352 0.272 0.312

SVM 0.318 0.237 0.278

Boosting 0.322 0.207 0.265
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Optimization

The experiments above lead to a retrieval architecture that combines KCCA

for learning correlated subspaces, logistic regression to learn the semantic space,

and the centered normalized correlation NCc distance measure to evaluate (3.7)

and (3.11). Using this architecture, a final round of experiments was used to de-

termine the best combination of 1) BOW codebook size for image representation,

2) number of LDA topics for text representation, and 3) number of KCCA compo-

nents, for each of the CM, SM, and SCM retrieval regimes and dataset. Table 3.8

summarizes the optimal parameter configuration, which was used in the remaining

experiments.

Table 3.8: Optimal parameters (validation set) for best retrieval architecture.

Codebook size LDA topics KCCA components

TVGraz

SCM

4096

400 700

SM 100 n/a

CM 200 8

Wikipedia

SCM

4096

200 100

SM 600 n/a

CM 20 10

3.4.3 Testing the fundamental hypotheses

The previous validation experiments, defined the complete set of para-

menters that are now used on a new set of experiments aimed to test the fun-

damental hypotheses of Section 3.2. In what follows, all MAP scores refer to
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performance measured on the test set.

Table 3.9: MAP scores (test set) of CM, SM, SCM, and TTI, on TVGraz and
Wikipedia.

image queries text queries average gain

TVGraz

SCM 0.664 0.649 0.657 –

SM 0.619 0.585 0.602 9%

CM 0.460 0.450 0.455 44%

TTI [80] 0.216 0.153 0.185 255%

Wikipedia

SCM 0.362 0.273 0.318 –

SM 0.350 0.249 0.300 6%

CM 0.267 0.219 0.243 31%

TTI [80] 0.237 0.137 0.187 70%

Overall performance

Table 3.9 compares the scores of cross-modal retrieval with CM, SM, SCM

and the baseline TTI method. The table provides evidence in support of the two

hypotheses of Section 3.2.2: both joint dimensionality reduction and semantic ab-

straction are beneficial for multi-modal modeling, leading to a non-trivial improve-

ment over TTI. For example, in TVGraz, the average MAP score of CM is more

than double that of TTI. For SM the improvement is more than threefold. Overall,

the best performance is achieved by SCM. Similar conclusions can be drawn for

Wikipedia, although the average gains of SCM are slightly lower than in TVGraz.

This is not surprising, since the retrieval scores are generally lower on Wikipedia

than those found on TVGraz. As discussed in Section 3.4.1, this is explained by
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the broader scope of the Wikipedia categories.
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Figure 3.6: PR curves of cross-modal retrieval on TVGraz dataset, using (a)
text queries and returning images, while the converse is shown on (b).

Figures 3.6 and 3.7 present a more detailed analysis on the retrieval per-

formance, in the form of PR curves. CM, SM, and SCM again achieve large

improvements over TTI. These improvements tend to occur at all levels of recall,

indicating better generalization, and often involve substantial increases in precision,

indicating higher accuracy. Overall, these results suggest that the contributions

of cross-modal correlation and semantic abstraction are complementary : not only

is there an independent benefit to both correlation modeling and abstraction, but
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Figure 3.7: PR curves of cross-modal retrieval on the Wikipedia dataset, using
(a) text queries and returning images, while the converse is shown on (b).

the best performance is achieved when the two are combined .

Per-class performance

Figure 3.8 shows the per-class MAP scores of all methods on both datasets.

SCM has higher MAP than CM and SM on all classes of TVGraz, and is either

comparable to, or better than CM and SM on the majority of Wikipedia classes.

TTI does very poorly in general, and seems biased towards one class. This is

evident from Figures 3.8a and 3.8b, where it achieves a very high score on one
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class – “Frog” on TVGraz and “Warfare” on Wikipedia – and very low scores in

the remaining classes. In both cases, the favored class has the larger number of

training examples.
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(b) Per-class MAP on Wikipedia data.

Figure 3.8: Average (across image & text queries) per-class MAP scores for
TVGraz (a) and Wikipedia (b) datasets for all considered methods. Percentage
of per-class training data is also shown.

Two examples of text queries and corresponding retrieval results, using

SCM, are shown in Figures 3.9 and 3.10. The text query is presented along with

its probability vector πT and the ground-truth image (top row). The top five
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image matches are shown below, along with their probability vectors πI . Finally,

Figure 3.11 shows some examples of image-to-text retrieval. Since displaying the

retrieved texts would require too much space, we present the associated ground-

truth images instead. The query images are framed in the left column, and the

images associated with the four best text matches are shown on the right.

“On the Nature Trail behind the Bathabara Church,
there are numerous wild flowers and plants bloom-
ing, that attract a variety of insects, bees and birds.
Here a beautiful Butterfly is attracted to the blooms
of the Joe Pye Weed.”
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Figure 3.9: An example of text-based cross-modal retrieval from TVGraz
dataset, using SCM. The query text, associated probability vector, and ground-
truth image are shown on the top; retrieved images are presented at the bottom.

3.5 Discussion

The increasing availability of multi-modal information demands novel rep-

resentations for content-based retrieval. We proposed models applicable to cross-

modal retrieval scenarios. This entails the retrieval of database entries from one

content modality in response to queries from another modality. While the em-

phasis was on cross-modal retrieval of images and rich text, the proposed models

support many other content modalities. By requiring representations that can gen-

eralize across modalities, cross-modal retrieval establishes a suitable context for
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the objective investigation of fundamental hypotheses in multimedia modeling.

“Between October 1 and October 17, the Japanese
delivered 15,000 troops to Guadalcanal, giving
Hyakutake 20,000 total troops to employ for his
planned offensive. Because of the loss of their posi-
tions on the east side of the Matanikau, (...) ”
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Figure 3.10: Another example of text-based SCM cross-modal retrieval. The
query text is a Wikipedia article (shown at the top); retrieved images are pre-
sented at the bottom.

Query Image Images corresponding to top retrieved texts.

Figure 3.11: Image-to-text retrieval on TVGraz (top row) and Wikipedia (bot-
tom). Query images are framed in the far-left column. The four most rele-
vant texts, represented by their ground-truth images (for practical reasons), are
shown in the remaining columns.

We have considered two such hypotheses, regarding the importance of low-

level cross-modal correlations and semantic abstraction in multi-modal modeling.

The hypotheses were objectively tested by comparing the performance of three

methods: 1) CM, based on the correlation hypothesis, 2) SM, based on the ab-
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straction hypothesis, and 3) SCM, based on the combination of the two. All of

these, map objects from different native spaces (e.g., rich text and images) to a

pair of isomorphic spaces, where a natural correspondence can be established for

cross-modal retrieval purposes. The retrieval performance of the three solutions

was tested on two datasets, “Wikipedia”and“TVGraz”, which combine images and

rich text, and compared to a state-of-the-art cross-modal retrieval method (TTI).

While the two fundamental hypotheses were shown to hold for the two

datastets, where both CM and SM achieved significant improvements over TTI,

SM achieved overall better performance than CM. This implies stronger evidence

for the abstraction than for the correlation hypothesis. The two hypotheses were

also found to be complementary, with SCM achieving the best results of all methods

considered.
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Chapter 4

Semantic Space Robustness

Cross-modal retrieval tasks are interesting in many aspects; particularly, it

opens possibilities to interpret and understand information sourced from multiple

modalities. But ultimately, we are interested in building better content-based im-

age retrieval (CBIR) systems. These are retrieval systems where search is based

not on the visual patterns of the query image, but on the actual contents of the

image (e.g. “sun”, “kids playing”, “water”, “beach”). It is therefore imperative

that such systems understand the images. Image representation plays a key role

in scene understanding. In this context, the design of visual features has been a

subject of substantial interest in the research community. Early representations

relied on explicit representation of low-level image properties such as color, tex-

ture, or shape, through color histograms [108], color moments [107, 106], Gabor

wavelets [69], Fourier features [123], stochastic models [71], or shape contexts [8],

among others. More recently, substantial efforts have been devoted to the extension

48
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and robustification of these representations, through operations like normalization

and spatial pooling, leading to modern descriptors such as SIFT [67], HoG [21],

SURF [7], spatial pyramids [61], or Fisher vectors [78]. However, it was realized

early on, that one of the limitations of these representations is a semantic gap [102]

between strict visual similarity, i.e. similarity in terms of patterns of color or tex-

ture, and human judgments of image similarity. This spurred significant interest

in the development of image representations that account for semantic abstrac-

tion [120, 121, 122, 104, 86, 34, 33, 109, 64]. Such representations are designed

by identifying a vocabulary of concepts of interest and learning classifiers for the

detection of these concepts. Images are classified and mapped to a space where

each feature is a score for the detection of each concept. These are the represen-

tations used in the cross-modal retrieval scenario of SM (semantic matching) for

both images and text. Several methods have been proposed to implement this. For

images a popular framework is the one of [86], which relies on the vector of poste-

rior probabilities of the image under the concepts in the vocabulary, as a semantic

feature vector. This feature vector is denoted semantic multinomial (SMN). Other

implementations have been proposed in the literature, e.g. the query-by-example

semantic retrieval method of [104], the classeme representation of [109], or the

object bank of [64].

In what follows, a detailed description of semantic representation for images

and their applications in content-based image retrieval (CBIR), is given. The pros

and cons are highlighted, with particular relevance for context and multi-modality.

This will lay the foundations for the regularization algorithms of Chapter 5. We

conclude with a set of experiments on the robustness of semantic representations

using the cross-modal retrieval tasks introduced in the previous chapter.
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4.1 Semantic Image retrieval

CBIR has been a subject of research for many years. Popular retrieval sys-

tems such as QBIC [38] and Virage [4], sprung the first efforts for Internet-scale

image search engines such as Visualseek [103] and Webseer [39]. These systems

were based on similarity of low-level descriptors accounting for properties such as

image color and texture. Semantic representations were first introduced in the

video classification literature [120, 121, 122] and then extended to the CBIR lit-

erature. In this context, one of the first and most comprehensive efforts towards

semantic representation was the ImageScape system [62]. [104] extended the pop-

ular query-by-example retrieval paradigm to the realm of semantic representations.

Many other proposals have since been made in the CBIR, scene classification, ob-

ject recognition, and video understanding literatures [86, 109, 64]. Some of these

apply to special domains or specific sets of semantic concepts. For example, the

space of attributes [34, 59, 33] is a mid-level semantic representation that has en-

joyed substantial popularity in recent years [135, 9, 91, 99, 134]. More recently,

deep convolutional neural networks have gained substantial popularity in the task

of large scale visual recognition [55], including scenarios of joint image-text embed-

dings [129, 40].

The query-by-semantic-example retrieval paradigm of [86] introduced the

SMN image representation and extended the minimum probability of error retrieval

framework of [117] to the semantic domain. It consists of retrieving images by

similarity of the associated SMNs. This was demonstrated to significantly improve

the performance of the classical query-by-visual-example, where images are matched

by similarity of visual descriptors [86].
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4.1.1 Semantic space

A semantic space is an abstract space for data representation where each

dimension is associated with a certain word or concept. The way to obtain such

a space is as follows. First, a vocabulary of L semantic concepts is defined, L =

{z1,z2, . . . ,zL}; these can be broad classes, such as “indoors”’, “sports”, “forest”, or

a finer grained set like object classes or attributes, such as “tall”, “furry”, “four-

legged”, or any other concept of interest. Given a set of images labeled with such

concepts, G = {I1, . . . ,IG}, a classifier is designed to assign a score πi, j to each

image Ii under each concept z j. The vector of all such scores, πi, constitutes image

Ii semantic features. This can be seen as the projection of the image into a space

S where each dimension corresponds to a concept in the vocabulary L . The space

S is usually denoted as the semantic space. To train the classifiers, images are

first represented in a low-level feature space X , e.g. the space of SIFT descriptors

sampled over a pre-defined image grid. These features might be fed directly to the

classifiers, or, an intermediate low-level representation such as bag of descriptors

Ii = {xi,1, . . . ,xi,n} can be used.

4.1.2 Semantic representations

In essence, semantic representations proposed in the literature, fall in one of

two types. In the first, the semantic space S consists of a set of mutually exclusive

classes [86]. For example, the classes in a taxonomy used to organize an image

database, where each image is placed in one and only one folder. In this case,

the class label is a categorical random variable Z ∈ {1, . . . ,L} and the semantic

representation of image Ii is a vector of class probabilities πi, j that add up to one.

For the second type of semantic representations, S consists of a set of non-exclusive
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classes. For example, a set of binary attributes [34, 33] that can be simultaneously

active for any Ii. In this case, the class label is a multivariate Bernoulli random

variable Z ∈ {0,1}L, i.e. a vector of independent binary random variables, and the

entries of πi do not necessarily add up to one. This distinction is somewhat artificial,

since the first representation can be extended into a hierarchical taxonomy, where

higher levels in the hierarchy are composed of broader images classes, containing

images that belong to different classes in the subsequent levels. Attribute-based

classes could be implemented at these higher levels [114, 115]. Similarly, a retrieval

system that adopts the second representation must always have access to a disjoint

set of classes, namely the classes used as ground-truth to optimize and evaluate the

retrieval operation. This may only be used non-parametrically, e.g. retrieval may

be based on a nearest-neighbor search, but must exist. Otherwise, no claims can be

made about the optimality of the system, it is not clear what the system attempts

to do, and no claims can be made that the system is preferable to any other system.

The two representations can probably be best seen as alternative semantic views

of an image database. One view based on generic semantics (attributes) that can

be shared by all images, the other view based on categorical semantics that can be

used to organize images into disjoint sets. The two views can also be combined, e.g.

by expressing images as attribute vectors, mapping these vectors into a categorical

variable (e.g. things that have“fur”, and“ears”belong to the class “dog”if they also

“eat meat” or to the class “cat” if they instead “eat fish”), and using the resulting

probabilities as dimensions of S .

4.1.3 Implementation

Under the categorical representation of [13] image descriptors are consid-

ered samples from a random variable X, and concepts are samples from a random



53

variable Z ∈ {1, . . . ,L}. Each concept is assumed to induce a probability density,

PX|Z(x|z) on X . Bayes rule then enables the representation of image Ii as a vector

of posterior probability scores

πi, j = PZ|X( j|Ii). (4.1)

An illustration is shown in Figure 4.1. The vector πi defines a multinomial distri-

bution, denoted as semantic multinomial (SMN) [86], and the semantic space S is

a probability simplex, i.e. all dimensions of πi are positive and add to one. Given

a set of manually labeled training examples per concept, the posterior probabili-

ties πi, j can be learned in several manners. One possibility is to learn the concept

distributions PX|Z(x|z),∀z using the training set, and apply Bayes rule to compute

the posteriors of (4.1). Another possibility is to learn a discriminative multi-class

classifier1, which produces estimates of the posterior probabilities directly.

PX|W(X|W) 

PX|W(X|W) 2

1

.

.

.

Bag-of-Features Image L

Figure 4.1: Example of the categorical semantic representation of an image.
The vector π of posterior concept probabilities is the SMN image descriptor.

1The experiments in this work – published in TPAMI and CVIU – use multi-class logistic
regression from the package of [32] because they produced the best results among several alterna-
tives. More recently generative models were tested, using activations (conv5) from deep neural
networks, that also produce competitive results.



54

4.1.4 Query by semantic example

Given a semantic space S , we implement image retrieval with the query-

by-semantic example procedure of [86]. This consists of mapping all images Ii in

a database into S , by computing the associated SMNs πi, and measuring image

similarity with a suitable measure of similarity between SMNs. Given a query

image Iq, and the associated SMN πq, the database images are ranked by increasing

values of d(πq,πi) where d(., .) is the measure of SMN distance. Several such

measures can be used, as investigated in the previous chapter. Here we restrict to

widely used Kullback-Leibler divergence

d(πq,πi) =
L

∑
j=1

πq, j log

(
πq, j

πi, j

)

. (4.2)

In all experiments so far, classes used to construct the semantic space S

are also the ground-truth classes inherent to the optimality criterion. This is

why the terms semantics or classes are frequently used interchangeably. We note

that this choice of semantics makes the mapping from X to S a discriminant fea-

ture transformation for the retrieval operation. Discriminant transformations, i.e.

transformations informed by the ground-truth classes, are a commonly used fea-

ture extraction procedure in machine learning. As to assess robustness of semantic

representations we investigate alternative semantic configurations. An attempt to

build a universal semantic space is made using an expanded set of classes derived

from various datasets, this is denoted extended semantics. In another scenario, an

alternative ground-truth semantics is constructed that is only loosely related with

the concepts included in the semantic space. With this two scenarios we which

to assess the robustness of SM retrieval, and in particular how it compares to the

alternative CM retrieval.
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4.1.5 Context and multi-modality

The semantic representation discussed above has three properties of partic-

ular relevance to this work. First, it is a representation that encodes contextual

dependencies between different concepts. For example, because most images of the

“outdoors” class include “vegetation,” the presence of the “vegetation” concept is

a clue for image assignment to the “outdoors” class. The semantic representation

encodes this contextual relationship by assigning image Ii to the two concepts with

some probability. This enables image retrieval and classification systems to take

contextual cues into account [86, 87]. Second, unlike any low-level feature space X ,

the semantic space S offers a unified representation for information from multiple

modalities. As a direct consequence, we were able to use the semantic space to

perform the cross-modal retrieval tasks from chapter 3 (under the SM hypothesis).

For example, in Figure 4.1, replacing the image descriptors of X , with features

extracted from text documents produces a semantic representation for text. This

enables a broader representation of context than that possible from images alone:

by augmenting the training set with text, it is possible to learn contextual depen-

dencies from the latter. One immediate benefit is that, because text classification

is less ambiguous than image classification, the probabilities of (4.1) tend to be

much more accurate for the former. This is illustrated in Figure 4.2, where data

from both modalities is mapped to the semantic probability simplex. On the left,

representation of images from several different articles in a semantic space limited

to three concepts (“History”, “Royalty”and“Warfare”). Different colors correspond

to different article classes (black for “Warfare”, blue for “Royalty”, and red for “His-

tory”); on the right, similar representation for the text components. Note that the

concept probability estimates are much noisier for images than text. In result, the

image semantics are substantially more ambiguous than the text semantics. This
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motivates what we denote cross-modal regularization – to be discussed in chap-

ter 5 – where a regularizer learned from a corpus of images and text is used to

de-noise the semantic representation of subsequent images. Third, by project-

Rome was therefore forced to contend by around 

340 BC against both Samnite incursions into 

their territory and, simultaneously, in a bitter war 

against their former allies. Rome bested the Latins in the 

Battle of Vesuvius and again in the Battle of 
Trifanum, after which the Latin cities were obliged 

to submit to Roman rule. ( ) 

Figure 4.2: An excerpt from an article of the “Warfare” class from the Wiki-
pedia dataset, with the corresponding image (middle). Left and right, semantic
representation for the image and text, respectively.

ing images and text in the same semantic space, translation between modalities

becomes automatic. It is a side-effect of this representation, and there is no need

to learn a translator for any modality represented in this space. This reduces the

cross-modal regularization problem to one of domain adaptation between two ho-

mogeneous domains. In this way, domain adaptation is decoupled from translation,

and considerably simpler than in the low-level space X , where a translator must

always be learned [81, 19].

4.2 Experiments

The experiments from the previous chapter, section 3.4, show evidence that

that semantic spaces are beneficial for cross-modal retrieval tasks. However, in

each experiment, the semantic space was designed with a vocabulary, V , identical

to the ground-truth semantics. It could be argued that this gives an unfair advan-

tage to SM retrieval when compared to CM. We perform a number of additional
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experiments tailored to investigate this.

4.2.1 Experimental set-up

The experimental set-up is similar to that of chapter 3 and detailed in ap-

pendix A; two cross-modal retrieval tasks are considered (i.e. search a text reposi-

tory using an image query, and the converse), and two experiments are performed:

(1) extended semantics – to assess the impact of dimensionality on semantic space

matching; and (2) alternative semantics – to test a semantic representation that

does not overlap with the performance evaluation criteria.

4.2.2 Extended semantics

This first set of experiments tests the impact of the size of the vocabulary

V on SM retrieval performance. It was based on an extended vocabulary V ′, which

is shared across the two datasets. It contains the 10 classes from TVGraz, 30

classes from Wikipedia2, and 20 categories from a smaller multi-modal dataset

called Pascal-Sentences [83] (50 image/text pairs per class). Overall, V ′ contains

up to 60 classes. The ground-truth semantics for each dataset remains unchanged.

To evaluate the impact of the composition of the semantic space on retrieval

scores, we repeat the cross-modal retrieval experiment using multiple subsets of V ′

as the vocabulary V . Starting with V containing the 10 ground-truth classes, we

sequentially added, without repetition, one of the remaining classes in V ′ to V .

This produces a sequence of semantic spaces with between 11 and 60 dimensions.

To introduce randomness, the whole experiment is repeated five times, using a

sequence of randomly selected classes to add at each step.

2Both the 10 previously used classes and the remaining 20 classes of Wikipedia featured
articles are used in V ′
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Figure 4.3: MAP scores under SM. The solid horizontal line is the score ob-
tained with the 10 original dataset categories.

Figure 4.3 presents the MAP scores as a function of the vocabulary size, for

image and text queries on the two datasets. The straight horizontal lines are the

scores obtained for the two cross-modal retrieval tasks considered when V contains

the 10 original classes (i.e. SM retrieval results from chapter 3). The image query

task appears to be slightly more affected than its text counterpart, this is a natural

consequence of the noisier semantic descriptor of images when compared to those

of texts [16]. While there is some degradation of performance as the vocabulary

grows, the effect is small. This indicates that the performance of SM is fairly

insensitive to the size of the vocabulary V .

4.2.3 Alternative semantics

In the experiments from chapter 3, the vocabulary V used in SM retrieval

was equivalent to the set of classes that constitute the ground-truth semantics.

While in the previous section, the vocabulary used contains all ground-truth se-
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mantics, but it also includes unrelated classes. Thus, in all experiments so far,

the vocabulary V always included the ground-truth semantics. To further test

the robustness of SM, a final set of experiments is performed where ground-truth

semantics are not explicitly included in the design of the semantic space (V ), but

are only loosely related to that vocabulary. For this, we define a new set of ground-

truth semantics for each dataset, as shown in leftmost column of Tables 4.1a and

4.1b. For all experiments, the vocabulary V of the semantic space remains un-

altered with respect to the original dataset classes. This is also shown in the

aforementioned tables for convenience (right column).

Table 4.1: Alternative semantics for both datasets, TVGraz and Wikipedia,
and their relationship with the original semantics.

Alternative Vocabulary

Anatomy 1. Brain

Pollination
2. Butterfly

3. Cactus

Land 4. Deer

Animals 7. Elephant

Marine 6. Dolphin

Animals 8. Frog

Objects

5. Dice

9. Harp

10. Pram

(a) TVGraz

Alternative Vocabulary

Humanities

1. Art & architecture

3. Geography & places

4. History

5. Literature & theatre

Nature 2. Biology

Entertainment

6. Media

7. Music

9. Sport & recreation

Honor
8. Royalty & nobility

10. Warfare

(b) Wikipedia

Table 4.2 shows a comparison of the average MAP scores achieved with the

alternative ground-truth semantics of Tables 4.1a and 4.1b (denoted “Alternative”)

and with the original dataset classes (denoted “Vocabulary”). Since there are fewer
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classes in the alternative semantics ground-truth, the retrieval performance is ex-

pected to improve. However, the fact that these classes are more abstract could

also lead to retrieval performance degradation. The two behaviors are visible in

the table. On Wikipedia, where the original classes are already quite abstract,

all methods exhibit improved performance under the alternative semantics. On

TVGraz, where the alternative semantics are much more abstract than the vocab-

ulary classes, performance decreases for SM and SCM. Note, however, that these

variations do not affect the relative performance of the different methods. In both

cases, CM and SM achieve significant improvements over TTI and the best overall

performance is obtained when they are combined (SCM). SM continues to achieve

the better performance when directly compared to the CM hypothesis. In sum-

mary, this experiment using an alternative ground-truth semantics, confirms the

conclusions described in chapter 3.

Table 4.2: Average MAP scores (test set) under the original (“Vocabulary”)
and alternative semantics.

Alternative Vocabulary

TVGraz

SCM 0.584 0.657

SM 0.568 0.602

CM 0.492 0.455

TTI [80] 0.292 0.185

Wikipedia

SCM 0.448 0.318

SM 0.436 0.300

CM 0.413 0.243

TTI [80] 0.347 0.187
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4.3 Discussion

The representation of images in a semantic space has several advantages.

The generalization from low-level features to semantic concepts enables a similarity

measure that correlates much better with the expectations of CBIR users [121,

86, 119]. Furthermore, because semantic features are, by definition, discriminant

for tasks like image categorization, they enable solutions for such tasks with low-

dimensional classifiers [88, 58]. They also enable hierarchical representations with

increasing complexity for finer grained classification or retrieval; e.g. we might be

interested in “furry domestic animals” or in a specific breed of dogs. Due to their

abstract nature, semantic spaces also enable unified representation for data from

different content modalities, e.g. images, text, or audio. In this chapter, we have

shown the robustness of semantic spaces under two cross-modal retrieval tasks

involving images and text. This opens up a new set of possibilities for multimedia

processing, enabling operations such as the cross-modal similarity as well as cross-

modal regularization to be discussed in the next chapter.
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Chapter 5

Cross-Modal Regularization

In query-by-semantic-example retrieval systems, images are ranked by sim-

ilarity of semantic descriptors. These descriptors are obtained by classifying each

image with respect to a pre-defined vocabulary of semantic concepts. This results

in a probability vector, with a high level of entropy. Based on the principles intro-

duced in chapters 3 and 4, we now consider the problem of improving the accuracy

of image semantic descriptors through cross-modal regularization; using auxiliary

text, a cross-modal regularizer is proposed. Training image-text pairs are first

mapped to a common semantic space. A regularization operator is then learned

for each concept in the semantic vocabulary. This is an operator which maps the

semantic descriptors of images labeled with that concept to the descriptors of the

associated texts. A convex formulation of the learning problem is introduced, en-

abling the efficient computation of concept-specific regularization operators. The

final step is the selection of the most suitable operator for a particular image we

63
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wish to regularize. This is implemented through a quantization of the semantic

space, where a regularization operator is associated with each quantization cell.

Overall, the proposed regularizer is a non-linear mapping, implemented as a piece-

wise linear transformation of the semantic image descriptors. This transformation

is a form of cross-modal domain adaptation, and it is shown to achieve better per-

formance than recent proposals in the domain adaptation literature, while requiring

much simpler optimization.

5.1 Introduction

The semantic matching (SM) hypothesis used in the scope of cross-modal re-

trieval provides the necessary tools to compare and/or combine data from multiple

sources in a unified semantic space. In this space, text and image representations

exhibit different levels of uncertainty, with the highest levels of noise observed in

the latter modality. While this effect allows to uncover co-occurrences of seman-

tic concepts in a data driven fashion, it also comes with a drawback: hampering

precision on CBIR systems. Given the fact that textual information – label, text

snippet or full-sized article – is intrinsicly semantic, it has more discrimintive power

in the semantic space. We would like to use this as to reduce the level of noise in

the semantic representations of images. The basic idea is to leverage the fact that

most images exist in a rich multi-modal context, e.g. web-pages, which provide

contextual information about the image content. In fact, some of this information

may be much easier to model or classify than the image itself. For example, text

classifiers tend to have higher accuracy than state-of-the-art image classifiers. Due

to this, an SMN inferred from an image is likely to be more noisy than an SMN

derived from an associated text document.
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A question that arises naturally is whether it is possible to exploit the pres-

ence of text associated to an image, to de-noise the semantic representation of the

latter. One possibility would be to simply replace the image SMN with the associ-

ated text SMN. This would reduce to the cross-modal retrieval scheme of chapter 3,

where a query image is matched to a database of texts. While effective, this so-

lution is not fully general, since it assumes the availability of text for all images

in the CBIR database. A more general solution is to collect a dataset of image-

text pairs and learn a transformation that maps the ambiguous image semantics

to the less ambiguous text semantics. This transformation can then be applied

to images that have no complementary text. Because this de-noising operation is

likely to enable better generalization for all retrieval operations we denote it as a

regularization of the semantic image representation. Since text information is used

to regularize visual information, the process is denoted cross-modal regularization.

The de-noised semantic representation is denoted as regularized image semantics .

Text classifiers 

Visual classifiers 

 

Around 850, out of obscurity 

rose Vijayalaya, made use of 

an opportunity arising out of 

a conflict between Pandyas 

and Pallavas, captured 

Thanjavur and eventually 

established the imperial line 

of the medieval Cholas. 

Vijayalaya revived the Chola 

dynasty and his son Aditya I 

helped ( ) 

RI 

RT 

Semantic 

Space      

H
1 L 

Regularization 

Reg. Operators 

S 

Figure 5.1: Proposed cross-modal regularizer of image semantics: (i) uni-
modal classification, (ii) regularization learning and (iii) image de-noising. As
before, different colors correspond to images labeled with different concepts.

The proposed cross-modal regularizer of image semantics (RIS) is composed

of three steps, illustrated in Figure 5.1. Training images and texts are first mapped

to the semantic space, using a set of uni-modal classifiers. A regularization operator

is then learned for each concept in the semantic vocabulary. This operator maps



66

SMNs of images labeled with that concept to the SMNs of the associated texts. In

practice this results in a quantization of the probability simplex, where each of these

operators is assigned to a quantization cell. After regularization, images labeled

with the same concept tend to cluster in a subspace of the simplex. This contains

the vertices of the simplex associated with that concept and its contextually related

concepts. Because the transformation is linear on an affine space (probability

simplex), and the objective function is to minimize the mean squared error of the

mapping, the problem can be framed in a convex formulation, which lends itself to

efficient optimization. The process results in a set of concept-specific regularization

operators. The final step is a procedure for the selection of the most suitable

regularization operator for the image to regularize. In this quantization of the

probability simplex, each cell is associated with a regularization operator. Overall,

the proposed regularizer is a non-linear mapping, implemented as a piecewise linear

transformation of the image SMN to regularize. This is shown to enable better

performance than other recent proposals in the domain adaptation literature [93,

94, 43, 47, 81], and requires a much simpler optimization.

It should be noted that, the ideas now proposed could be applied to other

semantic image representations in the literature. The question that we investigate

is whether it is possible to improve any such semantic representations by taking

advantage of additional data modalities. In particular whether, given a training

set of images and texts, it is possible to learn a transformation that de-noises the

semantic representation of unseen images. This is expected to further improve

QBSE [86] performance. Since it leverages text to improve image retrieval, cross-

modal regularization is a form of transfer learning. This consists of transferring

information from an auxiliary dataset to regularize a learning operation on a target

dataset. Transfer learning is useful when learning is poorly constrained in the tar-
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get domain, e.g. when too little training data is available. Several forms of transfer

learning have been proposed. The most popular is probably semi-supervised learn-

ing [139], where a small set of labeled target data is augmented by a large auxiliary

corpus of unlabeled data. These methods assume that the statistics of the target

and auxiliary datasets are similar and are not directly applicable to cross-modal

regularization. A second form is multi-task learning [14], where a common model

and training data are shared for the solution of two or more learning tasks, e.g.

the simultaneous classification of images and text. This is again unlike cross-modal

regularization, where the goal is to learn improved image classifiers only. No text

classification is performed after learning. A third form of transfer learning is model

adaptation, where auxiliary data is used to regularize the parameters of a target

model, which can be either generative [90, 130, 26, 137, 35, 82] or discrimina-

tive [27, 131, 10, 20, 3]. Although this is sometimes denoted domain adaptation,

the latter usually refers to methods that regularize the target feature space, rather

than the models themselves. This is frequently implemented by learning a feature

transformation that maximizes the similarity of feature vectors from target and

auxiliary domains [23, 57, 44, 43, 28, 138]. Some methods have also been proposed

to implement both domain and model adaptation [47]. The proposed approach to

cross-modal regularization can be seen as a form of domain adaptation, although it

has significant differences with respect to previous implementations of the former.

First, while domain adaptation assumes more auxiliary than target data, this is

not the case for cross-modal regularization. Here, the problem is instead that data

from the two modalities has different degrees of semantic ambiguity: cross-modal

regularization is useful even if there is infinite image data. Second, most domain

adaptation methods assume that auxiliary and target domains produce data of

the same type, e.g. images taken under different views or from different datasets.
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This simplifies the problem in two ways. One, it enables simplifying assumptions,

e.g. the existence of a smooth path through a sequence of subspaces between the

auxiliary and target domains [44, 43], that does not hold for cross-modal regulariza-

tion. Another, it implies the absence of a semantic gap between the two domains,

leading to a simpler correspondence problem than that of cross-modal regulariza-

tion. This assumption contradicts the essence of cross-modal regularization, where

the goal is to leverage the smaller semantic ambiguity of text to regularize image

classification.

Perhaps due to the issues pointed above, the notion of performing regular-

ization in a semantic space has received little attention in the literature. Instead,

domain adaptation is usually implemented through a global transformation be-

tween low-level features in the auxiliary and target domains. This is the case even

for the few approaches previously proposed for cross-modal domain adaptation us-

ing images and text [81, 19]. These methods simply learn a feature transformation

between the two spaces, denoted a translator, from co-occurrence counts of visual

and text words. While global low-level transformations can be used for cross-modal

regularization, our experiments show that they have weaker performance than the

now proposed combination of semantic-specific regularization operators.

This chapter is organized as follows. The proposed regularization operator

is introduced in Section 5.2. These operators are learned by formulating a convex

problem, that is efficiently solved. In the final part of this section two regular-

ization algorithms are introduced – interpolation and classification-base methods.

Section 5.3 presents an extensive experimental evaluation of the regularizer in the

context of CBIR. Finally, a discussion is presented in Section 5.4.



69

5.2 Cross-modal Regularization

The regularization procedures proposed here can be applied to the two types

of semantic representations discussed in Section 4.1.2. However, for clarity of pre-

sentation, we limit the discussion to the categorical view, and adopt the approach

of [13]. The modifications needed to extend the regularization procedure to the

multivariate Bernoulli representation are discussed at the very end of Section 5.2.2.

In all following equations d-dimensional vectors are represented as column

vectors (d×1) and lowercase font, where matrices are in uppercase font.

5.2.1 Regularization on the probability simplex

We consider the regularization problem where an auxiliary information

source A is used to regularize the space where a target data source T is to be

represented. It is assumed that a training sample {(a1, t1), . . . ,(aN, tN)} of pairs

of auxiliary and target examples is available. The regularizer is learned in two

steps. First, both the auxiliary ai and target ti examples are mapped into a se-

mantic space S associated with a vocabulary L . This produces a sample of SMN

pairs (πa
1,π

t
1), . . . ,(π

a
N,π

t
N), where πa

i and πt
i are L-dimensional probability vectors,

i.e. vectors of non-negative components, πi,k ≥ 0, that add to one, ∑L
k=1 πi,k = 1.

It is assumed that the probabilities πt
i associated with the target data are noisier

than the probabilities πa
i associated with the auxiliary source. This is usually the

case when T is an image source and A a text source. The second step learns the

transformation

Φ : S → S

πt → πa
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that makes the noisy target observations as “similar as possible” to the cleaner ob-

servations from the auxiliary source. This is implemented as a convex combination

of class-specific linear regularizers. We start by discussing the linear regularizers

and the procedure to learn them, to then discuss their combination in Section 5.2.4.

5.2.2 Linear regularizers

In this section, we assume that all examples (πa
1,π

t
1), . . . ,(π

a
N,π

t
N), are ex-

tracted from text-image pairs of a single semantic class. To simplify the notation,

we refer to πa
i as ai and πt

i as ti. A class-specific regularizer is then implemented

through a linear transformation, H, such that

A = T H, (5.1)

where A and T are the N × L matrices containing one example from A and T ,

respectively, per row












aT
1

aT
2

...

aT
N












=












tT
1

tT
2

...

tT
N












(

h1 h2 · · · hL

)

(5.2)

and hi are the columns of H. It is assumed that N > L and (5.1) has no analytical

solution. We seek the best H in the least squares sense, under the constraint that

the transformed vector lies in S , i.e.

tT
i hk ≥ 0, ∀i = 1 . . .N,∀k = 1 . . .L (5.3)
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and

tT
i H1 = 1, ∀i = 1 . . .N, (5.4)

where 1 is the vector of all ones. This least squares problem can be written in the

canonical form

x∗ = argmin
x
‖Mx−b ‖2

2 (5.5)

subject to: Mx� 0

Sx = 1.

For this, it suffices to introduce the N×L2 matrix

S =












tT
1 tT

1 · · · tT
1

tT
2 tT

2 · · · tT
2

...
...

...

tT
N · · · tT

N tT
N












(5.6)

and rewrite the transformation of (5.1) as

b = Mx, (5.7)
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where b and x are vectors of dimension NL and L2, respectively, and M is a sparse

matrix of dimensions NL×L2, as follows












a1

a2

...

aN












︸ ︷︷ ︸

b

=






















tT
1 0 · · · 0

0 tT
1 0

...

...
. . . 0

0 · · · 0 tT
1

tT
2 0 · · · 0

...

0 · · · 0 tT
N






















︸ ︷︷ ︸

M












h1

h2

...

hL












︸ ︷︷ ︸

x

. (5.8)

Since the constraints are affine the feasible set is convex, and the optimization

problem of (5.5) is convex whenever MT M is positive definite.

Positive definiteness of MT M

To show that MT M is positive definite (MT M ≻ 0) it suffices to check that

all its eigenvalues are positive. Since MT M is a block diagonal matrix of dimension

L2×L2 with the structure

MT M =












B 0 · · · 0

0 B 0
...

...
. . . 0

0 · · · 0 B












, (5.9)
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its eigenvalues are those of B, with multiplicity L. Furthermore, because the L×L

matrix B is a sum of outer products of probability vectors

B =
N

∑
i=1

(tit
T
i ), (5.10)

it has full-rank if there are at least L linearly independent ti in this summation. In

this case, B≻ 0, MT M ≻ 0, and the solution of (5.5) is a global minimum. Making

N ≫ L yields rank(B) = L almost surely. In practice, the stochastic nature of ti

makes it sufficient to have N = L1.

Multivariate Bernoulli representation

In this section, we briefly discuss the extension of the regularization proce-

dure presented above to the case of multivariate Bernoulli semantic representations.

The only modification needed, is to replace the constraint that regularized semantic

descriptors must add up to one (Sx = 1) by a constraint that each concept prob-

ability must be less or equal to one (Mx � 1). The optimization problem of (5.5)

then becomes

x∗ = argmin
x
‖Mx−b ‖2

2

subject to: Mx� 0

Mx� 1

where M and b are defined as before. The problem remains convex, and can be

solved with the same numeric procedures used before.

1the number of training images per class (N) equal to the number of semantic concepts (L)
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5.2.3 Learning

The optimization of (5.5) is a quadratic programming problem and can

be solved by many standard optimization procedures. In our implementation, we

use an active-set strategy (also known as a projection method) similar to that

of [41, 42]. In all experiments, the matrix MT M was found to be positive definite,

making the solution a global minimum. From (5.8), the regularization matrix H

can be assembled by sequential extraction of the columns hi from x∗. The procedure

is summarized in Algorithm 1.

Algorithm 1 compute regularization operators (5.5)

input: train set of images and auxiliary data ∀ classes i = 1,2, . . . ,L

Ti = {I1,I2, . . . ,IN}

Ai = {X1,X2, . . . ,XN}

1 compute vectors of posterior probabilities

tk←Ψ(Ik)

ak←Θ(Xk)

2 for each concept: i = 1, . . . ,L

solve: x∗ = argminx ‖Mx−b ‖2
2

s.t. Mx� 0

Sx = 1

where M,b are defined in (5.8) and S in (5.6).

output: set of regularization operators: H = {H1,H2, . . . ,HL}

A conceptual illustration of the regularization is given in Figure 5.2. The

figure shows the outcome of the regularization on a small sample of images from

the “Warfare” class of the Wikipedia dataset, using a semantic space of three con-

cepts (“Warfare”, “History”, and “Royalty”). The images are represented by their
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Figure 5.2: Image SMNs before (a) and after (b) class-specific regularization.

SMNs, shown in Figure 5.2a, which, due to the ambiguity of image classification,

are scattered throughout the probability simplex. The auxiliary source is text.

Figure 5.2b shows the result of the regularization of the image SMNs, t, with the

transformation

Φ(t) = HT t. (5.11)

The regularized SMNs cluster much more tightly in the neighborhood of the vertex

of the simplex associated with the “Warfare” concept. This is the least squares
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compromise between the SMN distribution expected from the text, and the noisy

distribution observed from the images.

5.2.4 Class-adaptive regularization

So far, we have assumed that the class of the images to regularize is known.

While this may be the case during learning, it doesn’t usually hold at run time,

where the goal is to regularize SMNs of images outside the training set. In this

case, it is necessary to select which of the regularization operators in the set H =

{H1,H2, . . . ,HL} is more suitable for a particular image t. This is a classification

problem. Assuming the existence of auxiliary data a for image t, two strategies are

possible.

(i) classify the auxiliary information, a, and apply to the image t the regular-

ization operator corresponding to the resulting class. Only one operator is

applied.

(ii) apply a convex combination of all regularization operators, where the combi-

nation coefficients are obtained from a regression or classification procedure

over the auxiliary information a. Several operators are combined.

The two procedures are summarized by Algorithm 2-(i) and (ii), respectively.

When the auxiliary data is text, Algorithm 2-(i) applies a text classifier to

text a, in order to determine its class j∗. The regularization operator learned from

image-text pairs of this class is then applied to image t.

On the other hand, Algorithm 2-(ii) computes a measure of the relevance

f j(a) of class j for text a, which is then used to weight the contribution of operator

H j to the regularization of t. This allows the combination of all operators, according
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to their relative importance. Step 2 ensures that the weight vector, w, is a convex

combination (i.e. adds to one).

Algorithm 2-(i) classification-based regularization

input: set of regularization operators H , and image-text pair (t,a),

where t is the image to regularize and a its auxiliary information.

1 j∗ = argmax j P( j|a), ∀ j = {1,2, . . . ,L}

2 Φ(t)←HT
j∗t

output: regularized image Φ(t)

Algorithm 2-(ii) interpolation-based regularization

input: set of regularization operators H , and image-text pair (t,a),

where t is the image to regularize and a its auxiliary information.

1 w j(t)← f j(a), ∀ j = {1,2, . . . ,L}

f j() is a regression function for class j

2 w← σ(w)

3 Φ(t)← ∑i wi(t)H
T
i t

output: regularized image Φ(t)

Note that, in both cases, the overall regularizer is non-linear. Algorithm

2-(i) implements a piecewise linear regularization and Algorithm 2-(ii) a convex

combination of linear regularizers (based on a non-linear weighting function). For

simplicity, we denote Algorithm 2-(i) as classification-based regularizer and Algo-

rithm 2-(ii) as interpolation-based .
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Regularizing in the absence of auxiliar modality

We have assumed so far that auxiliary information a can be used to guide

the choice of regularization operator for image t. This may not always be possi-

ble, since not all images possess auxiliary information. When this is the case, a

possibility is to simply use the image t in place of a in line 1 of both classification

and interpolation procedures. Another possibility is to use a surrogate auxiliary

datapoint . This consists of finding, within the set of image/text pairs used to learn

the regularization operators, the image t j∗ most similar to the image t being reg-

ularized. The text a j∗ associated with t j∗ is then used as a surrogate text for the

regularization of t, using either Algorithm 2-(i) or (ii). This is a pre-processing

procedure for images that lack text.

5.2.5 Classification and regression functions

There are many possibilities for implementing the classification and regres-

sion functions of Algorithms 2-(i) and (ii). Different methods frequently have

different performance on different types of data. To evaluate the robustness of the

proposed regularization to the choice of these functions, we consider three popular

methods.

Logistic regression (LR) computes the posterior probability of a particular class

by fitting the semantic features to a logistic function. Parameters are chosen to

minimize the loss function,

min
w

1

2
wT w+C∑

i

log(1+ exp(−yiw
T xi)) (5.12)

where yi is the class label, xi the input feature vector, and w a parameter vector.

A multi-class LR returns a vector of posterior probabilities that can be used as
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weights in the interpolation scenario. For classification, we select the class of

largest posterior probability. Our implementation of LR is based on the Liblinear

package of [32].

Support vector machines (SVM) learn the separating hyperplane of largest

margin between two classes, using

min
w,b,ξ

1

2
wT w+C∑

i

ξi (5.13)

s.t. yi(w
T xi +b)≥ 1−ξi, ∀i

ξi ≥ 0

where w and b are the hyperplane parameters, yi the class label, xi input feature

vectors, ξi slack variables that allow outliers, and C > 0 a penalty on the number

of outliers. SVM classification can be used directly to select the regularization

operator. For interpolation, the SVM scores yiw
T xi can be converted into class

probabilities through a calibration function. Our SVM implementation is based

on the LibSVM [15] package.

Gaussian processes (GP) are a generalization of the Gaussian distribution. A

GP defines a distribution over functions

f (x) ∼ GP (m(x),k(x,xT )), (5.14)
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which is specified by a mean and covariance functions

m(x) = E[ f (x)]

k(x,xT ) = E[( f (x)−m(x))( f (xT )−m(xT ))].

In this work, we adopt a squared-exponential covariance and affine mean, with a

Gaussian likelihood function. This combination enables an exact inference proce-

dure, which is implemented with the GPML [89] package.

5.3 Experiments

Several experiments were performed to evaluate the proposed regularizer of

image semantics, denoted “RIS”. They are grouped in three sets. The first aimed

to determine the best regularizer configuration, by comparing the performance

of the classification and interpolation-based methods and different classification

and regression functions. The second aimed to evaluate the robustness of the

regularization to missing auxiliary information. Lastly, the third compared the

proposed regularization procedure to a number of recently proposed domain adap-

tation methods.

5.3.1 Experimental set-up

All experiments are performed in the QBSE setting. In what follows, the

terms retrieval set and database are used interchangeably when referring to the

repository of images being ranked. A query refers to the act of selecting one image

from the database and using it to rank the remaining ones. Auxiliary information

is only available for database images and always in the form of text modality. In
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some experiments, a percentage of the database images does not contain auxiliary

information. Query images are never regularized. The experimental set-up is

discussed in greater detail in Appendix A.

Datasets

Three datasets are used in all experiments: “TVGraz” [53] contains 2,058

image/text pairs of 10 semantic categories, “Wikipedia” [84] 2,866 pairs from 10

categories, and “Pascal sentences” [83] 1,000 pairs from 20 categories. Table 5.1

shows the train/test split used in the following experiments.

Table 5.1: Data split for training and test sets.

Dataset train set test set

TVGraz 1558 500

Wikipedia 2173 693

Pascal-senteces 700 300

Performance metrics

Retrieval performance is assessed with Precision-Recall curves. To facilitate

comparisons of different methods, mean average precision (MAP) and R-Precision

are also shown.

Image and text representation

All images are represented as a bag-of-words (BOW) [18], using SIFT de-

scriptors quantized with a 1,024 visual word codebook. Text representation is

based on latent Dirichlet allocation [11]. An LDA model is learned from all texts,

and used to compute the probability of each text under 100 hidden topics. This
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probability vector is used for text representation. Both this and the image rep-

resentation are mapped into a semantic space whose features are the classes that

compose the dataset. This is implemented by designing a classifier Ψ of visual

word histograms and a classifier Θ of hidden topic probabilities. In both cases,

the classifier is a multi-class logistic regressor [32] and the semantic descriptor the

vector of posterior probabilities of equation (4.1).

5.3.2 Regularization methods

A first set of experiments is designed to evaluate the effectiveness of vari-

ous regularizer configurations. This includes classification vs. interpolation based

regularization (Algorithm 2-(i) vs. 2-(ii)) and the choice of classification or in-

terpolation function (GP, SVM or LR). In these experiments all database images

have auxiliary text. Figure 5.3 compares the MAP of all regularization methods.

In each graph, the dashed line labeled “none” represents QBSE without regular-

ization. Since it makes use of no auxiliary information, this lower-bound can be

seen as measure of the visual complexity of each dataset. It confirms that both

Wikipedia and Pascal are significantly more challenging than TVGraz.

The figure shows that the benefits of regularization are substantial for all

datasets. In some cases, the regularized MAP is more than double of that achieved

without regularization. With the exception of SVM-based interpolation, all meth-

ods achieve significant gains in all datasets. In general, the relative gains over

normal QBSE are largest for the more difficult datasets. Concerning the rela-

tive performances of the different regularizers, the two regularization strategies

have similar performance, with a slight advantage for interpolation in TVGraz and

Wikipedia and a slight advantage for classification in Pascal. With regards to the

choice of regularization functions, SVMs tended to be weaker than GPs and LR
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Figure 5.3: Retrieval performance (MAP) of the various regularizer configura-
tions on the three datasets. The dashed line denoted “none” indicates the score
without regularization (i.e. QBSE).
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for interpolation, but perform well under the classification strategy. Overall, the

best performance was achieved by the LR implementation of interpolation-based

regularization.

5.3.3 Coping with absent text

A second set of experiments is designed to evaluate the robustness of the

regularization to missing auxiliary data. In these experiments only a percentage of

the database images are complemented by text. These images are regularized with

the interpolation-based regularizer as detailed in Algorithm 2-(ii), Section 5.2.4.

For the regularization of the remaining images different weighting functions (w)

are tested. Denoted w〈function〉(〈feature〉), where the possible values for 〈function〉

and 〈feature〉 are listed in Table 5.2.

Table 5.2: Functions and features used to obtain the regularization
weights for an image with no text.

〈function〉 〈feature〉
LR

image
GP

SVM
NN-text

1

All 〈function〉-〈feature〉 pairs are admissible combinations to obtain regularization

weights. Logistic regression (LR), support vector machines (SVM) and Gaussian

processes (GP) are interpolation functions detailed in Section 5.2.5. Another pos-

sible function is the identity (denoted 1) that maps the 〈feature〉 vector directly to

act as the weights. For image features all functions are tested: wLR, wGP, wSVM

and w1. When the image has no text of its own, we look for a surrogate text, and

since the superiority of LR-based interpolation has already been established for



85

text features in the previous section (Figure 5.3), when using these features (NN -

text) we test only: wLR. These experiments are repeated for various percentages

of images with text. Each experiment is repeated five times, each using a different

random set of such images.

Figure 5.4 shows plots of MAP vs. the % of images complemented by text.

As before, we present the lower-bound of QBSE without regularization – labeled

“none”. A second lower bound was computed by regularizing only the images that

are complemented by text while applying the identity weights to the remaining

images – labeled “w1(img)”. While superior to standard QBSE, this approach is

not very robust. Its MAP degrades quickly as the percentage of text decreases.

Better results are achieved by using a surrogate text to weigh the regularization

operators applied to images without text. For clarity we only present the implemen-

tation of LR-based regularization for surrogate text – labeled “wLR(nn-txt)”. As

mentioned, this method achieved superior performance when compared to GP and

SVM. However, the surrogate text features under-perform the image-driven selec-

tion of regularization operators. The remaining curves in each plot correspond to

the implementation of this strategy with LR, GP, and SVM – labelled “wLR(img)”,

“wGP(img)” and “wSVM(img)” respectively. Among these, LR achieves the best

results on all datasets.

Overall, the experiments of this and the previous section provide strong

evidence for the benefits of regularization. Best results are obtained with an

interpolation-based regularizer, using class-probabilities inferred with LR to weigh

the class-specific regularization operators. This strategy proved quite robust to

the absence of auxiliary text in the retrieval set. For images without text, good

results are obtained by simply using the class probabilities derived from the image

itself to weigh regularization operators. For example, on the harder Wikipedia
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Figure 5.4: MAP of the different regularizers vs. the percentage of database
images complemented with text.
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and Pascal datasets, the MAP achieved with regularization was double that of

baseline QBSE when only 60% of the images contained text. On the less challeng-

ing TVGraz dataset, where image-based estimates of class probability are more

reliable, it improved on QBSE even when no images have auxiliary text. Interest-

ingly, in all datasets, this regularization strategy also led to a nearly-linear increase

in MAP with the percentage of database images complemented by text. For all

these reasons, we only considered the LR implementation of interpolation-based

regularization in the remaining experiments.

5.3.4 Alternative regularization methods

When compared to other methods proposed in the literature, the strategy

of regularization in the semantic space has the advantage of 1) not requiring a

translation function, and 2) enabling the combination of class-specific regularizers.

In this section, we report on experiments designed to evaluate the benefits of

these properties. Since some of the competing methods assume image-text pairs

for all examples, we only considered the scenario where all database images are

complemented by text. For some methods (DT, GFK), the code provided by the

authors produces matrices of similarity or distances between pairs of images. In

these cases, retrieval was based on these distances. For methods that produced

regularized image SMNs we used the set-up of the previous sections, i.e. QBSE

with the KL divergence as similarity function. In all experiments, the proposed

regularizer was implemented with the interpolation-based regularizer, using text

features and logistic regression in the weighting function.

Previous approaches to cross-modal adaptation, e.g. [81, 19], represent im-

ages and text in low-level feature spaces and attempt to learn a translator function

that maps text into the image domain. This is done by measuring co-occurrences of
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visual and text words on image-text pairs. To compare the proposed regularization

approach with these methods, we implemented an extension of the Text-To-Image

translator (TTI) method of [81]. The implementation was based on code provided

by the authors, which learns a translator function that assigns a confidence value

to image/text pairs. This is a measure of how relevant the text is for the image.

Preliminary experiments showed that best results were obtained by learning one

translator per semantic class. In all experiments, each image/text pair in the re-

trieval set is represented by concatenation of the scores computed for all classes.

Since queries have no text, query images were paired with the average text com-

puted from the training set.

Previous approaches to both cross-modal and image-specific domain adap-

tation have proposed global transformations between the auxiliary and target do-

mains. For example, the (DT) method of [93] learns the linear transformation, W ,

that minimizes the regularization cost tr(W)−logdet(W ) subject to constraints that

enforce (positive) similarity for a random sample of same-class object pairs. The

choice of regularizer and constraints had been previously proposed in [56], where it

is denoted Information Theoretic Metric Learning (ITML). Since the learned trans-

formation is always symmetric positive definite, the method is denoted DTSymm.

A variant of this method, proposed in [94], uses a different objective function that

does not enforce positive definitness. This is referred to as DTAsymm. Max-Margin

Domain Transforms (MMDT) was later proposed in [47]. This is a combination of

domain and model adaptation that optimizes an objective function of a discrim-

inant classifier rather than the similarity measure used in [57]. Finally, we also

consider the Geodesic Flow Kernel (GFK) method of [43] (GFK). This method

models domain shift by integrating an infinite number of subspaces that establish

a path between the auxiliary and target domains. It determines the optimal dimen-
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sionality of the subspaces in which to embed the two domains and constructs the

geodesic curve connecting them through the Grassmann manifold. The geodesic

distance is used to define a kernel that measures similarity between auxiliary and

target data. For more details on these methods the reader is referred to the original

publications.

Table 5.3: MAP scores of the proposed regularizer with those of previous
approaches. Relative gains with respect to the latter are shown in (%).

Method
TVGraz Wikipedia Pascal

mAP % mAP % mAP %

RIS 0.622 - 0.356 - 0.224 -

TTI [81] 0.531 17 0.323 10 0.220 2

MMDT [47] 0.405 53 0.155 129 0.115 95

GFK [43] 0.384 62 0.155 129 0.131 71

DT
Symm. [93] 0.375 65 0.153 133 0.101 122

Asymm. [94] 0.425 46 0.152 134 0.118 90

QBSE [86] 0.372 67 0.155 129 0.114 97

Random 0.1 522 0.1 256 0.05 348

All methods were implemented with the code provided by the authors. Table 5.3

summarizes all results in the MAP scores over all queries2. These results support

several conclusions. First, the class-specific transformation used by both the pro-

posed regularizer and our extension of TTI achieves better regularization than the

holistic transformation of the space used by the other methods. This seems to be

2We note that some of the results reported in the table for TTI and QBSE are weaker than
those reported in our similar experiment in [17]. This is due to the fact that the similarity
functions used for the image retrieval operation are different. The centered normalized correlation
was used in [17], while we use the Kullback-Leibler divergence of (4.2) in this work. These
functions yield slight variations in the MAP for certain dataset/method combinations. However,
the differences are small and do not affect the conclusions of this work.
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particularly important on the datasets (Wikipedia and Pascal) where image classi-

fication is most ambiguous. Second, the simpler learning problem inherent to the

representation in semantic space (no need to learn a translator function) enables

further improvements. This is visible both by 1) the better performance of the pro-

posed regularizer than TTI, and 2) the better performance of the global transform

methods in the semantic space (observed in our preliminary experiments). Third,

all methods outperformed QBSE in at least some datasets, with significant gains

for the proposed regularizer.

Table 5.4: R-precision scores of the proposed regularizer with those of previous
approaches. All methods were implemented with code provided by the authors.

Method
TVGraz Wikipedia Pascal

R-Precision

RIS 0.554 0.272 0.182

TTI [81] 0.476 0.259 0.168

MMDT [47] 0.400 0.158 0.114

GFK [43] 0.372 0.159 0.135

DT
Symm. [93] 0.377 0.157 0.102

Asymm. [94] 0.396 0.148 0.120

QBSE [86] 0.368 0.156 0.107

Random 0.1 0.1 0.05

Table 5.4 shows R-precision scores, which are in line with the conclusions

mentioned for MAP, and Figure 5.5 plots the behavior of the system (i.e. Precision)

at different levels of Recall by showing the 11-point interpolated PR curves for all

methods. Overall, these results confirm that the regularization of image semantics

is beneficial (improvements over QBSE), and show that both the semantic repre-

sentation and the class-adaptive nature of the proposed regularizer are beneficial
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for image retrieval. Finally, these gains tend to be most significant when the am-

biguity of image classification is largest, as in the Wikipedia and Pascal datasets.

Figure 5.6 illustrates the robustness of the retrieval operation after semantic reg-

ularization, by presenting the top four matches for various query images from the

three datasets. Each query is shown in a different row, displaying the query image

on the left and the top matches on the right.

5.4 Discussion

In this work, we have proposed a cross-modal domain adaptation method

that exploits training text to learn a regularizer of image semantics. The resulting

regularization was shown beneficial for image retrieval, where it led to significant

performance improvements on various challenging datasets. While the largest gains

(up to double MAP) were obtained for retrieval problems where all database images

are complemented by text, the method was also shown successful when this is not

the case. In fact, for some datasets, it enabled gains even when no text was

available to the retrieval operation.

This robustness was justified by two properties of the proposed regularizer.

The first is the semantic nature of the underlying image and text representation.

This enables the modeling of contextual relationships between semantic concepts

and establishes a unified space for image and text data. In result, the cross-modal

regularization problem is reduced to one of adaptation between two homogeneous

domains, i.e. there is no need to learn a translator between images and text. It was

shown that, when compared to previous proposals to cross-modal regularization,

this significantly simplifies the learning problem, enabling better generalization.

The second is the implementation of the regularizer as a combination of class-
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.

Figure 5.6: Retrieval examples, three queries of TVGraz (top), Wikipedia
(middle) and Pascal-sentences (bottom). In all cases the query image is shown
on the leftmost column and top four database matches on the right.



94

specific regularizers. This leads to a piecewise-linear transformation of the image

descriptors to regularize, which is highly non-linear but can be learned efficiently.

When compared to previous approaches to domain adaptation in computer vision,

the resulting regularizer is both more flexible and naturally aligned to the semantics

of images and text. This was shown to enable significant gains in regularization

performance.
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Chapter 6

Conclusions and Future Work

Image representation is at the very core of Computer Vision. Tasks like

classification, detection or retrieval, in a large part, depend on good image repre-

sentations for their success. Semantic representations gained popularity when it

became obvious that simple visual signatures where not capable of encoding the

complexity and variability so common in visual scenes. In particular, the disparity

between strict visual similarity and the human notion of image similarity is a well

known problem and is referred in the literature as the semantic gap. This has

spurred significant interest in image representations, particularly those that have

higher levels of abstraction. Depending on the task, it is probably not difficult

to find a problem where enconding edges or color blobs in a representation is less

important than knowing wether the scene refers to an indoor or outdoor scenario.

A representation that is capable of enconding these high-level characteristics – not

necessarily identifiable by a single visual cue – is likely to allow the minimization

95
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of the (semantic) gap between the two notions of similarity.

Traditionally retrieval on the visual space is made using some visual signa-

ture extracted directly from the images. The existance of the semantic gap lead

to the adoption of signatures that are semantic in nature, leading to significant

improvements in retrieval performance [86]. But the sheer diversity of images still

makes content-based image retrieval (CBIR) a very challenging problem; possibly

made even more dificult by the ambiguity of what is to be considered relevant in the

query (image) provided by the end user. Traditional solutions for CBIR, usually

involve new ranking algorithms or improved image representations. We extend the

subject of image representations to one of multi-modal scene understanding. Mak-

ing an analogy on how humans understand images using full sensory capabilities,

we argue that images can also be understood using different sources of informative

data about their contents, amenable to produce better semantic representations.

The rationale is that more information yields more robust image representations,

leading to improved retrieval accuracy.

We proposed a method that works on the semantic space and acts as a cross-

modal regularization function for images. In many ways this is closely related to

subjects like domain adaptation or transfer learning. Loosely speaking, they both

consist of transferring information from an auxiliary dataset to regularize a learning

operation on a target dataset. In domain adaptation it is usually assumed that the

input distribution – from auxiliary to target data – changes, but the labels remain

the same; while in transfer learning, the input distributions – for both target and

auxiliary data – stay the same, but the labels change. Methods that have been

proposed to address this problem can be split into three major groups:

1) those that follow the reasoning that heterogenous data can only have highly non-

linear mappings, such is the different nature of target and auxiliary domains.
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This class of methods focus on learning complex transformations that capture

the non-linearities trying to explain the existing relationship between the two

low-level spaces, where the data is originally represented. These methods usu-

ally involve kernels and learning algorithms of substantial complexity. They are

hampered by two factors: one, there is no attempt to introduce some general-

ization, e.g. semantic abstraction; two, they try to explain the heterogeneity

between target and auxiliar data with a single transformation.

2) the second class of methods, tackles the latter problem (of learning a single

transformation). It attempts to find a piecewise transfer learning between the

two domains. All methods that follow this line of strategy have shown to

behave comparatively better to other that opt for a single transformation. To

some degree, however, these methods too fall short. A signal that translation

might still be required (between domains).

3) semantic-based methods achieve this translation. In particular, our proposal

maps both domains to isomorphic spaces where data shows different levels of

semantic ambiguity. Inherently semantic, and therefore more accurate, the

auxiliary domain is used to learn appropriate piecewise transformations for

regularization in the target domain.

The advantages of the latter approach are two-folded: one, semantic abstraction

avoids difficult translations while keeping complexity low, and second, piecewise

rather than holistic transformations can better account for class-specific variations.

Those are the strong points of the proposed framework. Domain adaptation and

transfer learning techniques are frequently used to cope with absent or insufficient

data, e.g. in situations where it is deemed difficult to obtain more data on a cer-

tain target domain. For cross-modal regularization this is not a major concern.
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Here, the problem is instead that (the same) data is being described in two differ-

ent ways (modalities) with different degrees of semantic ambiguity: cross-modal

regularization is useful even if there is infinite image data.

6.1 Future Work

This work is a preliminary effort showing how multi-modal modeling can

be useful in traditional computer vision problems. We have shown the benefits of

using cross-modal regularization in semantic representations to aid solving prob-

lems where auxiliary data is present. For traditional uni-modal problems, such

as CBIR, one method was proposed – piecewise linear transformation in the se-

mantic space – achieving great success; with substantial improvements in retrieval

accuracy for three benchmark datasets. This is but one application for cross-modal

regularization, but the paradigm of learning using privileged information is gaining

notoriety.

Recently, famous mathematician Vladimir Vapnik has developed a theory

of Learning Using Privileged Information (LUPI) [113], also known as the SVM+

method. Privileged information is data that can be accessed during training but

not during test time. This paradigm raises interesting questions and unveils new

paths of research. Scenarios of privileged information are present in many situ-

ations of our daily life. For example, in the problem of CBIR with cross-modal

regularization the textual data is the privileged inforamtion. In medical imaging,

learning from complementary means of diagnostic can improve detection on certain

diseases; a case using fMRI and EEG data is shown in [68]. Another interesting

and challenging problem is to be able to interpret the queries; e.g. a user might be

searching for a certain product, service or person that he is able to describe but
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for which he does not know the description or name. This immediately suggests

hierarchical semantic representations, with fine grained search at the lower levels

of the hierarchy.

A universal semantic space is an ultimate gooal, but something that we see

difficult to attain in a near future. But to be able to learn semantic spaces of

successive increasing complexity would be an extremely valuable contribution, and

would lead the way to this greater goal.



Appendix A

Experimental set-up

The research presented in this dissertation posed many challenges. Even

though new problems were presented, such as cross-modal similarity, we also ad-

dress classical vision problems such as content-based image retrieval (CBIR). The

proposed approach to CBIR includes scenarios where multi-modal data is needed.

This fact prevents the usage of most, if not all, benchmark datasets. An inital

challenge in the course of this work was to setup a new benchmark corpus for

vision; one that included auxiliary textual data This was achieved by collecting a

few thousand articles from a popular online encycolpedia, which was later made

public to the research community. In less than five years of that publication, it

has received great enthusiasm and acceptance from researchers with well over 200

citations.

In this appendix we provide a brief overview of the adopted datasets, image

and text representations used, and a general description of the experiments and

100
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the evaluation metrics used.

A.1 Datasets

Wikipedia [84] is a novel dataset, assembled from the “Wikipedia featured

articles”. These are typical Wikipedia articles that are reviewed by their editors,

for superior quality. They fall into one of 30 possible categories. The complete

list of categories can be found on Table A.1a. Since some of these contain very

few entries, in most of the experiments involving this dataset, we considered only

articles from the 10 top most populated classes. Featured articles tend to have

multiple images and span multiple topics, for this reason each article was split into

sections, based on its section headings; and each image was assigned to the section

in which it was placed by the author(s). This produced 7,114 sections, which

are internally more coherent and usually contain a single picture. The dataset

was then pruned, by keeping only sections with exactly one image and at least 70

words. The final corpus of top-10 most populated classes contains a total of 2,866

documents. The median text length is 200 words.

On this dataset, classes are very broad themes (e.g. “Media”, “Music”, “Biol-

ogy”). Therefore intra-class image variability is quite large, and image classification

tends to have low accuracy. In fact, in the absence of additional information (i.e.

text), many of the images are difficult to classify even for a human subject. On

the other hand, the text that accompanies the images is fairly unambiguous, and

it yileds a much higher classification accuracy.

TVGraz [53] contains narrow object classes (i.e. “Caltech-like”). It is a

collection of web-pages compiled by Khan et al.. Google image search was used to

retrieve 1,000 web-pages for each of the 10 categories they selected from Caltech-
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256 [45]. The classes used are listed in Table A.1b. This dataset is provided as a

Table A.1: Class names for the three datasets used in the experiments

# Name

1. Art, Architecture and Archaeology

2. Biology

3. Geography and Places

4. History

5. Literature and Theatre

6. Media

7. Music

8. Royalty, Nobility and Heraldry

9. Sport and Recreation

10. Warfare

11. Awards, Decorations and Vexillology

12. Business, Economics and Finance

13. Chemistry and Mineralogy

14. Computing

15. Culture and Society

16. Education

17. Engineering and Technology

18. Food and Drink

19. Geology, Geophysics and Meteorology

20. Health and Medicine

21. Language and Linguistics

22. Law

23. Mathematics

24. Philosophy and Psychology

25. Physics and Astronomy

26. Politics and Government

27. Religion, Mysticism and Mythology

28. Transport

29. Video gaming

30. Miscellaneous

(a) Wikipedia

# Name

1. Brain

2. Butterfly

3. Cactus

4. Deer

5. Dice

6. Dolphin

7. Elephant

8. Frog

9. Harp

10. Pram

(b) TVGraz

# Name

1. Aeroplane

2. Bicycle

3. Bird

4. Boat

5. Bottle

6. Bus

7. Car

8. Cat

9. Chair

10. Cow

11. Dining-table

12. Dog

13. Horse

14. Motorbike

15. Person

16. Potted plant

17. Sheep

18. Sofa

19. Train

20. TV monitor

(c) Pascal (VOC) sentences
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list of URLs, which we used to collect 2,058 image-text pairs (defunct URLs and

web-pages without at least 10 words and one image were discarded). The median

text length, per web-page, is 289 words.

TVGraz images are archetypal members of the categories, making this

dataset eminently visual. Its categories (e.g., “Harp”, “Dolphin”) are specific ob-

jects or animals. Their text counterpart can be less representative of the categories,

since the web-pages are sometimes only loosely related to the image. However, the

text, although less stylistic than that of Wikipedia, is still informative of the class.

This leads to fairly high classification accuracies for both images and text classifiers.

Pascal-sentences [83] originates from a subset of Pascal VOC [31] images

that were augmented with five sentences written by human annotators. There

are 1,000 image-text pairs from 20 different categories, listed in Table A.1c. The

added text provides some context for each picture, but is not a semantically rich

document. On both Wikipedia and TVGraz, the text is much more extensive and

informative. The Pascal-sentences was released in 2010. Therefore this dataset was

not used in the cross-modal retrieval experiments of Chapter 3. The dataset was

made public in the same year that our work on that subject was released, hence

we were unaware of its existance.

The three datasets described above, exhibit different properties. The Wiki-

pedia categories are abstract concepts, and have a broad scope. Individually, im-

ages from this dataset can be difficult to classify, even for a human. The class

label is mostly driven by text. These are of high quality and representative of

the category, while image categorization is more ambiguous. For example, a por-

trait of a historical figure can appear in both class “War” or “History”. TVGraz

is an object-driven dataset, it’s images are those of well-known objects with differ-

ent appearances. The text is only loosely related to the image. Pascal-sentences
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dataset can contain multiple objects in a single image, but only one ground-truth

label. The associated text relates closely to the images but it is fairly limited in

its descriptive power, e.g. one sentence describing the image.

Train and test splits

For all experiments there was a learning and a testing stage. In cross-

modal retrieval experiments, classifiers for each modality had to be learned; and for

content-based image retrieval (CBIR), the learning of cross-modal regularization

operators and interpolation functions must also be done. As usual, the datasets

were split in two; one for training and another for testing, in the range of 70-

80% for the former and 30-20% for the latter. When validation is necessary, to

determine best model parameters, the training set is itself divided to include a

small validation cut.

In each case, the training set is used to learn all (uni-modal) semantic clas-

sifiers and regularization operators (both classification or interpolation functions

and linear regularizers). On Wikipedia, a random split of 2,173 documents for

training and and 693 documents for testing was made. In TVGraz another ran-

dom split produced 1,558 training and 500 test documents. In Pascal-sentences

700 documents are used for the training stage and the remaining 300 are used only

for testing. This is summarized in Table A.2.

Table A.2: Data split among training and test sets.

Dataset training set test set

TVGraz 1558 500

Wikipedia 2173 693

Pascal-senteces 700 300
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A.2 Image and text representation

For both modalities, the base representation is a bag-of-words (BOW) [18].

Text words (extracted by stemming the text with the Python Natural Language

Toolkit1) were fit by a latent Dirichlet allocation (LDA) [11] model. The probability

of each text BOW under the LDA-discovered topics is used for text representation.

For images, a bag of SIFT descriptors was first extracted per training image2 and a

visual word codebook learned with K-means clustering. SIFT descriptors extracted

from each image were finally vector quantized with this codebook, to produce a

vector of visual word counts which, ultimately, is used as representation for the

images.

A.3 Retrieval experiments

There are essentially two kinds of retrieval experiments performed in this

dissertation: 1) based on cross-modal similarity, where the query object is from

a different nature than that of retrieved results; and 2) classical content-based

image retrieval (CBIR), where an image is provided as a query and images from

the database are ranked according to highest similarity.

For all retrieval operations, unless otherwise stated, only the test portion

of the dataset is used. A query refers to the act of selecting one object from the

database and using it to rank the remaining ones. One by one, all objects in the

test set are used to query the database containing the remaining test objects; i.e.

experiments are carried out in a leave-one-out setting, averaging the results over

all queries. The terms retrieval set and database are used interchangeably when

1http://www.nltk.org/
2SIFT from https://lear.inrialpes.fr/people/dorko/downloads.html
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referring to the repository of objects being ranked (images or texts).

Performance metrics

Cross-modal retrieval experiments of Chapters 3 and 4 was evaluated with

the two datasets available in that moment: TVGraz and Wikipedia. In this cross-

modal retrieval setting, two tasks were considered: text retrieval from an image

query, and image retrieval from a text query. All text queries were based on full

text documents. Chapter 5 where classical CBIR experiments are performed, uses

the three datasets, i.e. also including Pascal-sentences . In both scenarios, retrieval

performance is evaluated using several information retrieval metrics: mean average

precision (MAP), R-Precision and Precision-Recall curves. All these metrics are

based on two fundamental concepts: Precision and Recall.

Precision=
|{relevant}⋂{retrieved}|

|{retrieved}| (A.1)

Recall=
|{relevant}⋂{retrieved}|

|{relevant}| (A.2)

The MAP score is the standard measure for evaluating information retrieval sys-

tems. It averages the precision at the ranks where recall changes, and reports

this in a single number. Evaluation of relevancy is made based on the usual

same/different-class paradigm, using the label information provided in Table A.1.

For certain experiments, the MAP scores are computed on a per-class basis, to

assess whether class information has influence on the obtained overall scores. R-

Precision is a measure similar to the more conventional Precision@k. But rather

than computing Precision at a fix level of k, it requires to know all relevant docu-

ments (r) for every query beforehand, and computes Precision for Recall level of r
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(Precision@r). This measure strongly correlates with MAP. We also make use of

the 11-point interpolated precision-recall (PR) curves [70] that allow visualization

of precision at different levels of recall.

All results are compared to competitive methods using code provided by

the authors.
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